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ABSTRACT

Rayleigh’s resolution criterion, although extensively used in

optical microscopy, is well known to be based on heuristic no-

tions. In fact, recent single molecule experiments have shown

that this criterion can be surpassed in a regular optical mi-

croscope. The inadequacy of Rayleigh’s criterion has neces-

sitated a reassessment of the resolution limits of optical mi-

croscopes. Recently, we proposed a new resolution measure

that overcomes the limitations of Rayleigh’s criterion. Known

as the fundamental resolution measure FREM, our new re-

sult predicts that distances well below Rayleigh’s limit can

be resolved in an optical microscope. The effect of deterio-

rating experimental factors on the new resolution measure is

also investigated. Further, it is experimentally verified that

distances well below Rayleigh’s limit can be measured from

images of closely spaced single molecules with an accuracy

as predicted by the new resolution measure. We have also ad-

dressed an important problem in single molecule microscopy

that concerns the accuracy with which the location of a single

molecule can be determined. In particular, we have derived

analytical expressions for the limit to the 2D/3D localization

accuracy of a single molecule.

Index Terms— Fluorescence microscopy, 2D resolution,

Rayleigh’s resolution criterion, optical microscopes, Fisher

information matrix, Cramer-Rao inequality, localization ac-

curacy, parameter estimation

1. INTRODUCTION

The resolution of an optical system is an important parame-

ter that quantifies the capability to discern two closely spaced

point sources. In optical microscopy, Rayleigh’s criterion

is extensively used to determine the resolvability of micro-

scopes. Despite its widespread use, it is well known that

Rayleigh’s criterion is based on heuristic notions. For in-

stance, this criterion was formulated within a deterministic

framework and therefore it does not take into account the
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photon statistics of the acquired data. This is not surprising,

since Rayleigh’s criterion was developed at a time when the

unaided human eye was typically used as a detector. There-

fore, this criterion is not well adapted to modern imaging ap-

proaches that use highly sensitive photon counting cameras.

In fact recent single molecule experiments have shown that

Rayleigh’s criterion can be surpassed in an optical microscope

setup ([1, 2, 3, 4]), thereby illustrating that this criterion is in-

adequate for current microscopy techniques.

Recently, we proposed a new resolution measure that over-

comes the limitations of Rayleigh’s criterion and provides a

quantitative measure of the microscope’s ability to resolve

two point sources ([4]). Known as the fundamental resolu-

tion measure FREM, the new result predicts that distances

well below Rayleigh’s criterion can be resolved in a conven-

tional optical microscope setup ([4]). Here, we present a re-

view of this and other related results that were recently re-

ported by our group ([4, 5, 6, 8]). We adopted a general

stochastic framework and made use of the statistical theory

concerning the Fisher information matrix to derive an analyt-

ical formula for the new resolution measure. The new result

predicts that the resolvability of the optical microscope can be

improved by increasing the number of detected photons from

the point sources. We also investigated the effect of deterio-

rating factors such as pixelation of the detector and extrane-

ous noise sources on the new resolution measure ([4]). By

imaging closely spaced single molecules and estimating their

distance of separation, it was verified that distances well be-

low Rayleigh’s resolution limit can be resolved in an optical

microscope setup with an accuracy as predicted by the new

resolution measure ([4]).

In quantitative optical microscopy, parameter estimation

approaches play a crucial in the analysis of the acquired data

(see [1, 3, 4, 5]). To carry out such analyses, it is helpful

for the experimenter to have analytical tools to assess with

which accuracy the various parameters can be estimated. The

stochastic framework used to derive the new resolution mea-

sure can be adopted to address a variety of problems concern-

ing quantitative data analysis in optical microscopy ([8]). As

an application, we addressed an important problem in single
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molecule microscopy that concerns the accuracy with which

the location of a single molecule can be determined ([5, 6]).

In particular, we considered both in focus and out of focus

scenarios and derived analytical expressions for the limit to

the localization accuracy of a single molecule.

2. GENERAL RESULTS

In a typical quantitative imaging experiment, attributes of the

object of interest such as location, distance of separation from

other objects, orientation, photon count etc., are determined

from the acquired data by using a specific estimation pro-

cedure. In any estimation problem, it is important to know

whether the specific estimation technique used to estimate the

desired attribute indeed comes close to the best possible accu-

racy. This can be determined by calculating the Fisher infor-

mation matrix for the underlying parameter estimation prob-

lem. The Fisher information matrix I(θ) plays a central role

in the theory of parameter estimation algorithms. Its inverse

provides, through the classical Cramer-Rao inequality ([7]), a

lower bound to the variance of any unbiased estimator θ̂ of an

unknown parameter θ, i.e., var(θ̂) ≥ I−1(θ). Because the

performance of estimation algorithms is typically specified

in terms of its standard deviation, the above inequality im-

plies that the square root (of the corresponding leading diago-

nal entry) of the inverse Fisher information matrix provides a

lower bound to the performance of any unbiased estimator of

θ. Stated otherwise, the square root of the inverse Fisher in-

formation matrix provides a limit to the accuracy with which

a specific object attribute can be determined.

2.1. Fisher information matrix

The data acquired in an optical microscope setup is modeled

as a spatio-temporal random process, which we refer to as the

image detection process G ([8]). The temporal part is an inho-

mogeneous Poisson process that models the time points of the

detected photons and the spatial part is a sequence of indepen-

dent random variables that models the location coordinates at

which the photons hit the detector. The general expression of

the Fisher information matrix for the problem of estimating

an unknown parameter θ from the acquired data is given by

([8, 9])

I(θ) =
∫ t

t0

∫
C

1
Λθ(τ)fθ,τ (r)

(
∂[Λθ(τ)fθ,τ (r)]

∂θ

)T

×

∂[Λθ(τ)fθ,τ (r)]
∂θ

drdτ, θ ∈ Θ. (1)

In the above expression, Λθ denotes the intensity function of

the Poisson process, {fθ,τ}τ≥t0 denotes the density function

of the independent random variables and C denotes the detec-

tor. It is assumed that the spatial and the temporal components

are mutually independent of each other. In deriving eq. 1 no

specific assumptions have been made regarding the functional

form of fθ,τ or Λθ. Therefore, the above expression of I(θ)
is applicable to a wide variety of imaging conditions, such

as (in)coherent/polarized illumination and detection, etc. We

note that an implication of the time dependence of the den-

sity function fθ,τ is that the above equation is applicable to

moving objects.

3. APPLICATIONS

3.1. Resolution beyond Rayleigh’s criterion

The advent of single molecule microscopy has generated sig-

nificant interest in studying nano-scale interactions within a

cellular environment. It is widely believed that Rayleigh’s

criterion impedes the study of single molecular interactions

at distances below 200 nm. Fluorescence resonance energy

transfer based techniques are typically used to probe biomolec-

ular interactions up to a distance of 10 nm. This, however,

leaves a gap in the distance range of 10 - 200 nm which is im-

portant for the study of many biological processes in an op-

tical microscope. It has been suggested that Rayleigh’s res-

olution limit can be overcome when apriori information in

conjunction with parameter estimation approaches are used

to analyze the acquired data ([10]). In fact by using such ap-

proaches, several groups have shown that Rayleigh’s limit can

be surpassed in an optical microscope setup ([1, 2, 3, 4]).

By using the methodology based on the Fisher informa-

tion matrix laid out above we have proposed a new resolution

measure that overcomes the limitations of Rayleigh’s criterion

([4]). Known as the fundamental resolution measure FREM,

the new resolution measure predicts that distances well be-

low Rayleigh’s limit can be resolved in an optical microscope.

An analytical formula for the FREM has been derived and is

given by ([4])

δd :=
1√

4π · Λ0 · (t− t0) · Γ0(d)
· λ

na
, (2)

where λ denotes the emission wavelength of the detected pho-

tons, na denotes the numerical aperture of the objective lens,

Λ0 denotes the photon detection rate (intensity) per point source,

[t0, t] denotes the acquisition time interval, and Γ0(d) is given

by

Γ0(d) :=

Z
R

2

1

J2
1 (αr01)

r2
01

+
J2
1 (αr02)

r2
02

„
(x+

d

2
)
J1(αr01)J2(αr01)

r3
01

−

(x− d

2
)
J1(αr02)J2(αr02)

r3
02

«2

dxdy,

with Jn denoting the nth order Bessel function of the first

kind, α := 2πna/λ, r01 :=
√
(x+ d/2)2 + y2 and r02 :=√

(x− d/2)2 + y2. From eq. 2 we see that the resolution

measure is given in terms of quantities such as the expected

number of detected photons, numerical aperture of the ob-

jective lens, and wavelength of the detected photons. The
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above expression was derived for imaging conditions analo-

gous to those of Rayleigh’s criterion, i.e., two equal intensity,

in-focus point sources that emit incoherent, unpolarized light.

In many applications, however, these conditions are not satis-

fied. Hence a general analytical expression for the resolution

measure has been derived that is applicable to a variety of

imaging conditions ([4]). The FREM provides the best-case

scenario for a microscope setup, where experimental factors

that potentially deteriorate the acquired data are not taken into

account. This was done to obtain an expression for the best

possible resolution in the absence of deteriorating factors due

to specific experimental settings. Current imaging detectors

have pixels and therefore the acquired data is a discretized

version of the original image. Aside from this, the acquired

data contains extraneous noise sources. Here two indepen-

dent, additive noise sources are considered, i.e., Poisson noise

and Gaussian noise. Poisson noise can be used to model, for

example, the effect of scattered photons on the measured data

and Gaussian noise characterizes, for example, measurement

noise in the CCD detector ([11]). Analytical expressions for

the resolution measure that take into account these deteriorat-

ing factors have also been obtained ([4]). The latter result is

referred to as the practical resolution measure PREM.

By definition, the new resolution measure is a bound to the

accuracy with which the distance between two point sources

can be resolved. To verify if the resolution measure can be

attained in a practical experimental setup, images of closely

spaced single molecules were acquired and their distance of

separation were estimated by using the maximum likelihood

estimator (see [4] for details). It was found that distances well

below Rayleigh’s resolution limit can be determined from the

acquired data with an accuracy as predicted by the new reso-

lution measure.

3.2. Single molecule localization accuracy

One of the central problems in single molecule data analy-

sis concerns the accuracy with which the location of a sin-

gle molecule can be determined. By using the methodology

based on the Fisher information matrix, we have investigated

the single molecule localization accuracy problem. We de-

rived a simple analytical formula that provides the fundamen-

tal limit to the accuracy with which the 2D location coordi-

nates (x0, y0) of a single molecule can be determined ([5, 8]),

which is given by

δ2d
x0
= δ2d

y0
=

λ

2πna

√
Λ0(t− t0)

, (3)

where λ denotes the wavelength of the detected photons, na

denotes the numerical aperture of the objective lens, Λ0 de-

notes the photon detection rate of the single molecule and

[t0, t] denotes the acquisition time interval. The importance of

this result lies in the fact that it shows with an unexpectedly

simple expression how fundamental properties of the single

molecule (emission wavelength, photon-detection rate) and

of the detection system (numerical aperture, acquisition time)

influence the localization accuracy of the single molecule.

The above result is referred as ‘fundamental’, since the model

that underlies the derivation of the result does not take into ac-

count deteriorating experimental factors such as pixelation of

the detector or extraneous noise sources in the acquired data.

Therefore, the above result pertains to the best-case scenario

for a given imaging configuration.

Eq. 3 provides an expression for the 2D fundamental limit

to the localization accuracy of a single molecule, where it is

assumed that the single molecule lies in the focal plane of

the objective lens (in-focus scenario). However, in a cellular

environment a single molecule can move in all three dimen-

sions. Therefore, for such cases it is important to know the 3D

limit of the localization accuracy. In [6] we have addressed

this problem and have obtained analytical expressions for the

3D fundamental limit to the localization accuracy of a single

molecule.

The derivation of the fundamental limit given in eq. 3 as-

sumes the best case scenario for the acquisition system. This

was done to obtain an expression for the best possible local-

ization accuracy in the absence of deteriorating factors due to

specific experimental settings. Analytical expressions for the

2D and the 3D limit of the localization accuracy have been

obtained that take into account deteriorating factors ([5, 6]).

It should be pointed out that the stochastic framework de-

scribed in Section 2 allows for both stationary and time vary-

ing image profiles. Therefore analytical expressions for the

limit of the localization accuracy of moving objects can also

be obtained.

3.3. Multifocal plane single molecule imaging

One of the shortcomings of conventional wide-field optical

microscopes is their poor depth discrimination capability. Due

to this, there exists significant uncertainty in determining the

axial location of point objects (e.g., single molecules), espe-

cially when they are close to the plane of focus. Previously

we showed that the limit of the 3D localization accuracy of

a single molecule can significantly vary depending upon the

defocus level ([6]). For instance, for small defocus values

(≤ 200 nm), it was predicted that the x0/y0 coordinate of the

single molecule can be determined with relatively high accu-

racy whereas the z0 coordinate can be determined with poor

accuracy. On the other hand, for large defocus values (200 -

700 nm), it was predicted that the x0/y0 coordinate of the sin-

gle molecule can be determined with poor accuracy whereas

the z0 coordinate can be determined with high accuracy. Due

to this mismatch in the limit of the localization accuracy be-

tween the x0/y0 coordinate and the z0 coordinate, it is diffi-

cult to determine all three coordinates with the same level of

accuracy.

To overcome this problem, we propose to use the mul-
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tifocal plane imaging technique that was previously devel-

oped by our group ([12, 13]). Here we simultaneously im-

age two distinct focal planes within the specimen. For ex-

ample, one of the focal planes could correspond to the stan-

dard focal plane that is imaged in a conventional widefield

microscope, while the other focal plane could correspond to

a plane that is shifted away from the standard focal plane.

If single molecules are imaged in the above setup, then the

image of the shifted focal plane provides additional informa-

tion regarding the single molecule location. By making use

of this additional data, we expect to obtain higher accuracy

in determining the location of the single molecule. An alter-

native to the multifocal plane imaging technique is to use a

focusing device, which sequentially moves the objective lens

to acquire images of the different focal planes. A drawback of

this approach is that focusing devices are typically slow and

moreover, suffer from the lack of synchrony between their

movement and the movement of the single molecules in the

specimen. Thus when the specimen is being imaged at one fo-

cal plane important events can be missed in the other planes.

With the multifocal plane imaging approach these problems

are avoided, since there is no movement of the objective lens

and more importantly the specimen is simultaneously imaged

at multiple planes.
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