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Localizing single molecules in three dimensions - a brief review
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Abstract—Single molecule tracking in three dimensions (3D) in a live cell environment holds the promise of revealing important new biological insights. However, conventional microscopy based imaging techniques are not well suited for fast 3D tracking of single molecules in cells. Previously we developed an imaging modality multifocal plane microscopy (MUM) to image fast intracellular dynamics in 3D in live cells. Recently, we have reported an algorithm, the MUM localization algorithm (MUMLA), for the 3D localization of point sources that are imaged using MUM. Here, we present a review of our results on MUM and MUMLA. We have validated MUMLA through simulated and experimental data and have shown that the 3D-position of quantum dots (QDs) can be determined with high spatial accuracy over a wide spatial range. We have calculated the Cramer-Rao lower bound for the problem of determining the 3D location of point sources from MUM and from conventional microscopes. Our analyses shows that MUM overcomes the poor depth discrimination of the conventional microscope, and thereby paves the way for high accuracy tracking of nanoparticles in a live cell environment. We have also shown that the performance of MUMLA comes consistently close to the Cramer-Rao lower bound.

I. INTRODUCTION

Fluorescence microscopy represents a major tool for the study of intracellular trafficking processes in live cells. Recent technological advances have generated significant interest in studying the intracellular trafficking pathways at the single molecule level. However, the 3D tracking of single molecules within a cellular environment poses several challenges. Foremost being that with current microscopy techniques only one focal plane can be imaged at a particular time. However, cells are three dimensional (3D) objects and intracellular trafficking pathways are typically not constrained to one focal plane. As a result currently available technology is inadequate for detailed studies of fast 3D trafficking events. Thus the question arises whether or not images of the single molecule can be captured while it undergoes potentially highly complex 3D dynamics. Classical approaches based on changing the focal plane are often not effective in such situations since focusing devices are rarely slow in comparison to many of the intracellular dynamics. In addition, the focal plane may frequently be at the 'wrong place at the wrong time', thereby missing important aspects of the dynamic events.

Previously we developed an imaging technology, multifocal plane microscopy (MUM), that facilitates the simultaneous imaging of multiple planes within a cell. Using MUM we have shown that different focal planes can be simultaneously imaged at various depths in a cell ([1]). We have carried out 3D live cell imaging in MUM to study the 3D intracellular dynamics of proteins on the recycling pathway undergoing exocytosis ([2]). Importantly, single molecule dynamics were also imaged at the same time as the cellular environment with which the single molecule interacts ([2]). While our prior results addressed the problem of providing qualitative results, the question of the tracking of the single molecules remained open, i.e. the estimation of the 3D coordinates of the single molecule at each point in time. A major obstacle to high accuracy 3D location estimation is the poor depth discrimination of a standard microscope. This means that the z-position, i.e. the position of the single molecule along the optical axis, is difficult to determine and this is particularly the case when it is close to being in focus. Aside from this, the question concerning the accuracy with which the 3D location of the single molecule can be determined is of fundamental importance. The latter is especially crucial in live cell imaging applications where the signal to noise ratio is typically very poor.

To address this concern, we have developed an estimation algorithm, the MUM localization algorithm (MUMLA), to determine the 3D coordinates of single fluorescent point sources imaged using MUM ([3]). We have exploited the specifics of MUM acquisition in that for each point in time more than one image of the point source is available, each at a different focal level. We have shown that by appropriately exploiting this data structure, estimates can be obtained that are significantly more accurate than could be obtained by classical approaches, especially when the point source is near the focus in one of the focal planes. We have calculated the Fisher information matrix for the problem of estimating the 3D location of a point source from MUM. By using the Cramer-Rao inequality ([4]), we have calculated a limit to the Cramer-Rao inequality for the problem of estimating the 3D location of a point source from MUM. By using the Cramer-Rao inequality, we have calculated a limit to the 3D localization accuracy of a point source can be determined from MUM. Through simulations and experimental data, we have shown that the performance of MUMLA comes...
II. RESULTS

A. Multifocal plane microscopy

We have developed an imaging modality, multifocal plane microscopy, that can simultaneously image two distinct focal planes within the specimen. This is achieved by placing detectors at specific, calibrated distance from the tube lens. A detailed discussion of the design and construction of MUM can be found in [1], [2], [3], [7].

B. The MUM localization algorithm MUMLA

MUM was developed for 3D tracking of subcellular objects in live cells ([1], [2]). To use MUM for 3D single molecule/particle tracking applications, it is necessary to be able to determine the 3D position of the particle at each point in time. For this, we have developed the MUM localization algorithm (MUMLA) ([3]). For a two plane MUM setup, MUMLA is based on the following approach: for each pair of point source images acquired in the two MUM planes, a pair of 3D point spread function profiles are simultaneously fitted to obtain the point source position that best matches the acquired data (see [3] details). The fact that the algorithm can rely on information not only from one defocus level but from two provides significant additional constraints to the estimation problem that result in an improved performance.

We have tested MUMLA through Monte-Carlo simulations as well as experimental data for a wide spatial range. Our results from simulated data show that MUMLA correctly predicts the z-position ([3]). We generated experimental data by imaging stationary quantum dot samples on a two plane MUM setup. Specifically, the quantum dot sample was imaged at different defocus levels by moving the objective at 50 nm or 200 nm steps and at each level several MUM images of the sample were acquired. Our results showed that MUM was able to follow the stepwise movement and was able to recover the correct step size of the objective over a wide spatial range of 2.5 microns ([3]).

C. Depth discrimination and MUM

The depth discrimination property of an optical microscope is an important factor in determining its capability for 3D imaging and tracking applications. In a conventional microscope, even for a high numerical aperture objective the image of a point source does not change appreciably if the point source is moved several hundred nanometers from its focus position. This makes it extraordinarily difficult to determine the axial, i.e., z-position, of the point source with a conventional microscope. On the other hand, in MUM images of the point source are simultaneously acquired at different focus levels. These images give additional information that can be used to constrain the z-position of the point source. This constraining information largely overcomes the depth discrimination problem near the focus.

To quantify the influence of depth discrimination on the z-localization accuracy of a point source, we calculate the Fisher information matrix ([4]) for the problem of estimating the z-position of a point source from a conventional microscope image as well as a two plane MUM image (see [3] for details). According to the Cramer-Rao inequality ([4]), the covariance of any unbiased estimator \( \theta \) on an unknown vector parameter \( \theta \) is always bounded from below by the inverse Fisher information matrix, i.e., \( \text{Cov}(\hat{\theta}) \geq \mathbf{I}^{-1}(\theta) \). Because the performance of estimators are typically given in terms of the standard deviation, we define the 3D localization measure of \( z_0 \) as the square root of the corresponding leading diagonal entry of \( \mathbf{I}^{-1}(\theta) \).

By definition, the 3D localization measure provides a quantitative measure of how accurately the location of the point source can be determined. A small numerical value of the 3D localization measure implies very high accuracy in determining the location, while a large numerical value of the 3D localization measure implies very poor accuracy in determining the location. In a conventional microscope when the point source is close to the plane of focus, e.g. \( z_0 \leq 250 \) nm, the 3D localization measure predicts very poor accuracy in estimating the z-position. For example, for practical experimental conditions when \( z_0 = 250 \) nm the 3D localization measure predicts an accuracy of 31.79 nm and when \( z_0 = 5 \) nm the 3D localization measure predicts an accuracy of >150 nm. Thus in a conventional microscope it is problematic to carry out 3D tracking when the point source is close to the plane of focus (see [3] for details).

On the other hand, for a two plane MUM setup the 3D localization measure of \( z_0 \) predicts consistently better accuracy in determining the z-position of the point source when compared to a conventional microscope. For example, for \( z_0 \) values in the range of 0 - 250 nm, the 3D localization measure of \( z_0 \) predicts an accuracy of 20 - 25 nm in determining the z-position.

It should be pointed out that for the MUM setup, the predicted z-position accuracy is relatively constant for a range of \( z_0 \) values (e.g. \( z_0 = 0 - 1000 \) nm), which is in contrast to a conventional microscope where the predicted z-position accuracy varies over a wide range of values. This implies that the z-location of a point source can be determined with relatively the same level of accuracy for a range of \( z_0 \) values which is favorable for 3D tracking applications. In particular, the finite value of the 3D localization measure for \( z_0 \) values close to zero implies that the z-position of the point source can be accurately determined in a MUM setup when the point source is close to the plane of focus.

Our 3D localization measure calculations explicitly take into account the shot noise characteristics of the signal from the point source. Specifically, the detected photon counts from the point source in the acquired data are modeled as...
independent Poisson random variables. Additionally, we take into account the presence of additive noise sources and the effects of pixelation in the data. We consider two additive noise sources, i.e., additive Poisson and additive Gaussian noise sources. The Poisson noise component is used to model the effects of background photons that arise, for example, due to autofluorescence of the cell-sample/imaging-buffer and scattered photons. The Gaussian noise component is used to model the measurement noise that arises, for example, during the readout process in the imaging detector.

We have also calculated the 3D localization measure for the experimental data and here we observed that the standard deviation of the z-position estimates was consistently close to the 3D localization measure of $z_0$ for a wide spatial range. This shows that MUMLA attains the theoretically best possible accuracy (see [3] for additional details).
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