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Abstract:  Estimating the location of single molecules from microscopy
images is a key step in many quantitative single molecule data analysis
techniques. Different algorithms have been advocated for the fitting of
single molecule data, particularly the nonlinear least squares and maximum
likelihood estimators. Comparisons were carried out to assess the perfor-
mance of these two algorithms in different scenarios. Our results show
that both estimators, on average, are able to recover the true location of
the single molecule in all scenarios we examined. However, in the absence
of modeling inaccuracies and low noise levels, the maximum likelihood
estimator is more accurate than the nonlinear least squares estimator, as
measured by the standard deviations of its estimates, and attains the best
possible accuracy achievable for the sets of imaging and experimental con-
ditions that were tested. Although neither algorithm is consistently superior
to the other in the presence of modeling inaccuracies or misspecifications,
the maximum likelihood algorithm emerges as a robust estimator producing
results with consistent accuracy across various model mismatches and
misspecifications. At high noise levels, relative to the signal from the point
source, neither algorithm has a clear accuracy advantage over the other.
Comparisons were also carried out for two localization accuracy measures
derived previously. Software packages with user-friendly graphical inter-
faces developed for single molecule location estimation (EstimationTool)
and limit of the localization accuracy calculations (FandPLimitTool) are
also discussed.
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1. Introduction

Within arelatively short period of time, through various advances in experimental and imaging
techniques, single molecule experiments have become almost routine and have been used in
different areas of biology to elicit important new insights [1, 2]. Such experiments provide
access to hiological information that would otherwise have been obscured by the averaging
effects of bulk fluorescence imaging.

Quantitative analysis plays a crucial role in gaining information from single molecule data,
and the first step in many single molecule data analysis techniques is the determination of the
location of a single molecule with subpixel accuracy from itsimage. For example, to study the
diffusion of specific proteins, fluorescently tagged proteins are first localized from a series of
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consecutive time-lapse images [3-6].

Among the recent advances in imaging technologies has been the development of super-
resolution imaging techniques that are based on localization approaches, e.g. [7-10]. These
techniques rely on exciting small sparsely distributed subsets of fluorophores. The location
of each of these excited fluorophores is then estimated and the super-resolution image is as-
sembled from the estimated locations of the fluorophores. The quality of the reconstructed
super-resolution image is dependent on the accuracy with which the location of individual flu-
oropheres can be determined.

Determining the location of a single molecule from its image is not straightforward. The
emission and detection of photons from a single molecule are stochastic processes. Moreover,
asthere is no ideal noise-free detector, the data is further corrupted by pixelation and readout-
noise. As aresult of these factors, the location of a single molecule cannot be precisely deter-
mined from itsimage, but only estimated with a certain error.

There are various techniques by which the location of a single molecule can be estimated
from its image. The question arises as to which of these techniques produces the most accu-
rate results. Cheezum et. a. [11] have previously carried out a comparative study of some of
the different approaches. The authors estimated locations of single molecules by calculating,
for example, the center-of-mass, and by fitting Gaussian profiles using the least squares algo-
rithm [11]. They concluded that for point sources, amongst the investigated algorithms, fitting
Gaussian profiles using the least squares algorithm produced the most accurate results.

The maximum likelihood estimator is a classical estimator that has been extensively studied
and used in statistical and signal processing applications dueto itswell established performance
[12]. For agiven data set and underlying probability model, the maximum likelihood estimator
returns values for the model parameters which are most likely to produce the observed data. On
the other hand, the least squares algorithm works by finding the set of model parameters that
produces the least difference, in the least squares sense, between the model and the observed
data. Thusthetwo agorithms use different approachesto solve parametric estimation problems.

Since the maximum likelihood estimator was not investigated in [11] the question arises as
to how the maximum likelihood estimator compares with the nonlinear least squares estimator
in the context of single molecule localization. It has previously been shown that the maximum
likelihood estimator can achieve the best possible accuracy for afew specific scenarios[13,14].
Reports in the deconvolution literature also show that maximum likelihood based algorithms
can produce more accurate results than least squares based algorithms especially for quantum
limited data, i.e. Poisson distributed datawith low signal levels[15, 16]. Here we further inves-
tigate the performance of the maximum likelihood estimator for various estimation scenarios.

There are many techniques other than the ones already mentioned by which the location
of a single molecule can be determined. The standard deviation of the location estimates of a
single molecule from multiple images is typically taken as a measure of the accuracy of the
estimator [13,17]. The smaller the standard deviation, the better the accuracy of the estimator.
The question arises as to what is the best accuracy that can be achieved for a given data set
irrespective of the estimation technique used. Having a method to determine this, given only
the imaging and experimental conditions, provides two key advantages. One, it allows us to
assess the performance of an estimation algorithm, i.e., it alows us to assess how close the
accuracy of estimatesisto the best possible accuracy. Two, it alows us to make more informed
decisions in the design and execution of single molecule imaging experiments with respect to
the level of localization accuracy that can be achieved.

Thompson et. a. [17] have previoudly provided a simple formula which, based on cer-
tain approximations, can be used to estimate the localization error for a given set of imaging
and experimental conditions. This approach has been extensively used in various studies, see
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e.g. [9, 10, 18-21]. On the other hand, discrepancies have been reported between the standard
deviation of the nonlinear least squares estimates and the accuracy predicted by this approach,
e.g. [7]. There are many factors that could lead to such discrepancies, e.g. inadequate drift
correction, optical aberrations. Here, we wanted to examine the validity of the approach itself
under various experimental and imaging conditions and explore whether there are inadequacies
in the approach that could aso contribute to the differences between the experimentally ob-
served and theoretically predicted standard deviations. Our group had previously introduced a
framework based on the classical theory of the Fisher information matrix and the Cramer-Rao
lower bound to determine the localization accuracy taking into account the stochastic nature of
the photon emission and detection processes [13,14,22]. The limit of the localization accuracy,
or the localization accuracy measure, was defined as the best possible localization accuracy
achievable for a given set of imaging and experimenta conditions, independent of a specific
estimation algorithm [13]. We have shown through simulations that the maximum likelihood
estimator can attain the limit of the localization accuracy [13, 14]. Here we compare the limit
of the localization accuracy with the estimate of the localization error predicted using the for-
mula provided by Thompson et. a. [17]. We aso compare the standard deviations of estimates
from both the nonlinear least squares and maximum likelihood estimators with the limit of the
localization accuracy.

An important characteristic of an algorithm is its 'robustness’, i.e., whether or not it still
performs well in the presence of model mismatches and misspecifications. Various examples
of model mismatches frequently occur in the analysis of single molecule microscopy data. For
computational efficiency Gaussian profiles are often used to fit single molecule images that
might be more accurately modeled by Airy profiles. Thus the model used to fit the image may
not match the model that best describes the image formation. In fact the analysis in [11] is
such that the datais simulated using an Airy profile but is fit with a Gaussian profile. A further
example occurs when a parameter, such as the width parameter in the Gaussian or Airy profile,
isindependently determined. The question then arises how precisely this parameter needs to be
known so that the localization algorithm does not suffer in performance. Here we investigate
both the maximum likelihood and the nonlinear least squares algorithms with respect to their
robustness in the presence of various modeling inaccuracies.

Some of the algorithms to estimate single molecule locations are relatively complex. Sim-
ilarly, a number of the approaches to calculate the limit of the localization accuracy involve
non-trivial computational steps. The lack of appropriate software has sometimes prevented the
use of some of these methods. We therefore discuss the EstimationTool [23] and the Fand-
PLimitTool [24], software packages that were developed to facilitate these computations.

2. Materials& Methods
2.1. Smulating single molecule images

To compare the accuracies of the nonlinear least squares and maximum likelihood estimators,
we simulated images of a stationary single molecule as acquired by a camera and estimated
the location of the single molecule using both estimators. The camera is modeled as a set of
pixels. The signal acquired at any pixel is modeled as the sum of the signal from the point
source, the signal from the background component, both modeled as independent Poisson ran-
dom variables, and camera noise modeled as an independent Gaussian random variable [13].
The equations to model the signal at any camera pixel and the equations describing the random
variables denoting the various components of the signal are given in the Appendix A. The mean
of the signal from the point source can be described by either an Airy or a Gaussian photon
distribution profile. The equations describing both photon distributions profiles are given in
the Appendix A. The details of how the single molecule images are generated by realizations
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of the Poisson and Gaussian random variables is also described in the Appendix A. All calcu-
lations involved in generating the single molecule images were performed in MATLAB (The
MathWorks, Natick, MA).

2.2. Fitting single molecule images

Both the maximum likelihood and nonlinear least squares estimators were used to fit the single
molecule images and estimate the |ocation of the single molecule. Both algorithms make use of
either the Airy or Gaussian photon distributions profiles mentioned above. The equations de-
scribing how the nonlinear least squares and maximum likelihood estimates are calculated are
given in Appendix B. All calculations involved in estimating the location of a single molecule
were performed in MATLAB. For all analyses, only those estimates were used for which the
MATLAB optimization functions successfully completed and the estimated location coordi-
nates were within the image (see [23] and Software below).

2.3. Limit of the localization accuracy

The limit of the localization accuracy provides a lower bound on the standard deviation of
estimates from an unbiased estimator for a given set of imaging and experimental conditions
[13,14]. For ease of reference we introduce here two notations for the concepts first presented
in [13]. The fundamental localization accuracy measure (FLAM) denotes the square root of
the Cramer-Rao lower bound on the variance of the 2D location coordinate estimates of the
single molecule for the situation when perfect detection conditions are assumed, i.e., a detector
of infinite area without pixelation and no extraneous noise sources. In contrast, the practical
localization accuracy measure

(PLAM, not to be confused with PALM the high-resolution microscopy technique using
photoactivation) refers to the square root of the Cramer-Rao lower bound on the variance of
the 2D location coordinate estimates of the single molecule for the practical situation, i.e.,
when the detection is carried out with a pixelated detector of finite area, and the signa is
potentially corrupted by extraneous noise sources such as scattered photons, modeled by an
additive Poisson process, and camera readout noise, modeled by an additive Gaussian process.

All calculations for the computation of the limit of the localization accuracy for both the
Airy and Gaussian profiles were carried out in MATLAB using custom routines based on the
equationsin [13, 14] (see[24] and Software below).

2.4. Software

Software packages (EstimationTool and FandPLimitTool) were developed in MATLAB for the
estimation of the location of single molecules (EstimationTool) and for the calculations of the
limit of the localization accuracy (FandPLimitTool) for avariety of different point spread func-
tion models. In the EstimationTool, both the nonlinear least squares and the maximum like-
lihood a gorithms were implemented. Both packages were developed on object-oriented pro-
gramming methodol ogies. User-friendly graphical user interfaces have been designed for both
packages and are available at http: //www4 . utsouthwestern.edu/wardlab.

3. Results

3.1. Maximum likelihood estimates have the smallest standard deviation in the ideal case

Our approach to the assessment of the performance of the nonlinear least squares and maximum
likelihood estimatorsfor location estimation wasto investigate whether either estimator exhibits
bias and to compare the standard deviations of estimates obtained from both estimators. Wefirst
considered the ideal case of fitting an accurately specified image profile.
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Fig. 1. Comparison of standard deviation of estimates from the nonlinear least squares and
maximum likelihood estimators in the ideal case. Panels A(B) and C(D) show the results
when the Airy (Gaussian) pixelated profile was used both to generate and fit the single
molecule images. Panels A(C) and B(D) show the mean (standard deviations) of the xg
coordinate estimates from the nonlinear least squares () and maximum likelihood (x)
estimators. (e) indicates the true X coordinate value and (o) the PLAM or limit of the lo-
calization accuracy of Xg. For each value of the expected number of photons at the detector
plane, 1000 images of a stationary single molecule were generated. Location coordinates
(X0, Yo0) Were estimated from each image using both estimators. Values for the width, pho-
ton detection rate, and background parameters, were fixed to the values used to generate
theimages. Thefollowing numerical values were used when simul ating the single molecule
images. Pixel size: 13 umx 13 um, pixel array size: 13 x 13, magnification M = 100. The
single molecule image was centered within the pixel array. The mean of the background
noise component was set to zero. When the Airy pixelated profile was used to generate
the single molecule images or to fit them, wavelength 4 = 520 nm, and numerical aperture
na = 1.3. When the Gaussian pixelated profile was used to generate the single molecule
images or to fit them, the width parameter of the Gaussian pixelated profile was cal culated
aso = 1.3231 /2rn, = 84.225 nm.

We considered the two scenarios that are often assumed, one in which the images were simu-
lated using pixelated Gaussian profiles, the other in which they were simulated using pixel ated
Airy profiles. For each of these two scenarios, sets of one thousand images of a stationary
single molecule were simulated for various values of the expected number of photons at the
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detector plane. The single molecule location was estimated from each image using both esti-
mators. Here we assumed the absence of any model misspecifications. The type of profile used
to fit each image matched the type of profile used to generate that image, i.e., images gener-
ated using pixelated Airy profiles were fit using pixelated Airy profiles, and images generated
using pixelated Gaussian profiles were fit using pixelated Gaussian profiles. The location coor-
dinates (6 := Xo, Yo) were estimated from each image while the values for the width and photon
detection rate parameters were set to the values used to generate the single molecule images.

Examining the location estimates, we first observe that both estimators are, on average, able
to accurately recover the true location of the single molecule for each value of the expected
number of photons at the detector plane. This was true for both scenarios, i.e., irrespective of
whether Airy or Gaussian pixelated profiles were used to generate and fit the data [Fig. 1(a)
and 1(b)]. The distribution of the mean of the estimates for each value of the expected photon
count with respect to the true location coordinate shows that neither estimator exhibits biasin
this scenario.

For each estimator and for each simulation condition, we then calculated the standard devia-
tions of the location estimates. As expected, with increasing photon count the estimates become
more accurate. Comparing the standard deviations for the two estimators, we observe that the
standard deviations of the estimates from the maximum likelihood estimator are consistently
smaller than those from the nonlinear least squares estimator [Fig. 1(c) and 1(d)]. This differ-
ence in the standard deviations is consistent across al the expected photon counts that were
examined. Thisindicates that the maximum likelihood estimator is more accurate than the non-
linear least squares estimator in this situation.

3.2. The standard deviations of the maximum likelihood estimates attain the limit of the lo-
calization accuracy

It is clear from the previous results (Fig. 1) that the accuracy of single molecule location esti-
mates depends on the choice of the estimation agorithm. The question arises, what is the best
possible localization accuracy that can be achieved and how close can we get to that ideal? The
limit of the localization accuracy, or PLAM (see Materials and Methods), based on the theory
of the Fisher information matrix and the Cramer-Rao Lower Bound, provides alower bound on
the variance of estimates obtained using any unbiased estimator [13]. In other words, irrespec-
tive of the parameter estimation algorithm used, the limit of the localization accuracy provides
a measure of the best possible accuracy with which the location of a single molecule can be
estimated for a given set of experimental and imaging conditions. Therefore, we used the limit
of the localization accuracy as a standard against which to compare the accuracy of both the
nonlinear least squares and maximum likelihood estimators. Calculating the PLAM for each
value of the expected number of photons at the detector plane for the imaging and experimental
parameters used in Fig. 1, we find that the standard deviations of the estimates from the maxi-
mum likelihood estimator match the PLAM [Fig. 1(c) and 1(d)]. This shows that the maximum
likelihood estimator achieves the best possible localization accuracy in this scenario, whereas
the nonlinear least squares algorithm is suboptimal. These calculations were also repeated by
floating the photon detection rate parameter along with the location coordinate parameters and
the results were confirmed (data not shown).

3.3. The effect of noise on the standard deviations of estimates

The simulations and estimations performed in the previous comparison were in the absence
of extraneous noise (background autofluorescence or readout noise), which is of course not
the case in practice. To investigate how both algorithms perform on data with noise, first, we
generated sets of one thousand single molecule images for varying levels of additive Poisson
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Fig. 2. Comparison of standard deviation of estimates from the nonlinear least squares
and maximum likelihood estimators in the presence of additive Poisson noise and absence
of model mismatches or misspecifications. Panels A(B) and C(D) show the results when
the Airy(Gaussian) pixelated profile was used both to generate and fit the single molecule
images. Panels A(C) and B(D) show the mean (standard deviations) of the xg coordinate
estimates from the nonlinear least squares (¢) and maximum likelihood () estimators. (e)
indicatesthe true xg coordinate valueand (o) the PLAM or limit of thelocalization accuracy
of xg. For each value of the total background photon count, 1000 images of a stationary
single molecule were generated. Location coordinates (xg,Yp) were estimated from each
image using both estimators. Values for the width, photon detection rate, and background
parameters, were fixed to the values used to generate the images. The following numerical
values were used when simulating the single molecule images. Pixel size: 13 umx 13 um,
pixel array size: 13 x 13, magnification M = 100. The single molecul e image was centered
within the pixel array. When the Airy pixelated profile was used to generate the single
molecule images or to fit them, wavelength A = 520 nm, and numerical aperture ny = 1.3.
When the Gaussian pixelated profile was used to generate the single molecule images or
to fit them, the width parameter of the Gaussian pixelated profile was calculated as ¢ =
1.3231/27n, = 84.225 nm.

noise. The location of the single molecule was estimated from each image by fitting the pixe-
lated profiles using both the nonlinear least squares and maximum likelihood a gorithms, again
assuming the absence of any model misspecifications. The type of profile used to fit the data
matched the type of profile used to generate the data, i.e. Airy pixelated profiles were used to
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Fig. 3. Comparison of standard deviation of estimates from the nonlinear least squares
and maximum likelihood estimators in the presence of extraneous Poisson and Gaussian
noise sources and the absence of model mismatches. Panels A(C) and B(D) shows the
mean(standard deviations) of the Xy coordinate estimates from the nonlinear least squares
(¢) and maximum likelihood (x) estimators. (e) indicates the true xo coordinate value,
and (o) the PLAM or limit of the localization accuracy of Xg. In panels A and C, 1000
images of a stationary single molecule were generated using the Airy pixelated profile and
readout noise with standard deviation of 4e~ for each value of the total background photon
count. In panels B and D, 1000 images of a stationary single molecule were generated using
the Airy pixelated profile and fixed background of 2 photons/pixel/s for each value of the
standard deviation of Gaussian noise. The mean of the Gaussian noise component was set to
zeroin al cases. Location coordinates (Xg, yo) were estimated from each image using both
estimators. Values for the width, photon detection rate, and background parameters, were
fixed to the values used to generate the images. The following numerical values were used
when simulating the single molecule images. Pixel size: 13 umx 13 um, pixel array size:
13 x 13, expected number of photons from the single molecule at the detector plane: 1000
photons, magnification M = 100, wavelength A = 520 nm, numerical aperture ny = 1.3.
The single molecule image was centered within the pixel array.

fit data generated using Airy pixelated profiles, and likewise for Gaussian pixelated profiles.
Both algorithms are again able to recover the true location of the single molecule on average
[Fig. 2(2) and 2(b)]. Examining the standard deviations of the location estimates from both
algorithms, we see that for low noise levels, relative to the total photon count from the single
molecule, the maximum likelihood estimator has a better accuracy, as evidenced by the smaller
standard deviations, than the nonlinear least squares estimator. However, for high noise lev-
els, the standard deviations of estimates obtained from both agorithms matched the PLAM.
To further study the effect of Gaussian noise on the performance of these two algorithms, we
followed two approaches. First we added a Gaussian noise component with standard deviation
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Fig. 4. Comparison of standard deviation of estimates from the nonlinear least squares and
maximum likelihood estimators when the point source is away from the center of theimage
array. Panels A and B show the difference between the mean of the xg coordinate estimates
from both algorithms and the true Xy coordinate value. Panels C and D show the standard
deviations of the xy coordinate estimates from both estimators. (¢) show theresultsfrom the
nonlinear least squares estimator, () the results from the maximum likelihood estimator,
and (o) the PLAM or limit of the localization accuracy of Xg. The dashed line indicates
the center of the image array in absolute coordinates. For each position of the point source,
1000 images of a stationary single molecule were generated using either the Airy (panels A
and C) or Gaussian (panels B and D) pixelated profile. Location coordinates (xo,Yyo) were
estimated from each image using both estimators. Values for the width, photon detection
rate, and background parameters, were fixed to the values used to generate the images.
The following numerical values were used when simulating the single molecule images.
Pixel size: 13 umx 13 um, pixel array size: 13 x 13, expected number of photons from
the single molecule at the detector plane: 1000 photons, magnification M = 100. When
the Airy pixelated profile was used to generate the single molecule images or to fit them,
wavelength A = 520 nm, and numerical aperture ny = 1.3. When the Gaussian pixelated
profile was used to generate the single molecule images or to fit them, the width parameter
of the Gaussian pixelated profile was calculated as o = 1.3231 /2nny = 84.225 nm. The
Xo coordinate of the center of the pixel array in the object space is 845nm.

of 4e~ and zero mean to the data used in the calculations above and again estimated the loca
tion of the single molecule using both the nonlinear least squares and the maximum likelihood
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(using the Gaussian noise model) estimators. Second, for a fixed background photon detection
rate of 2 photons/pixel/second (total background photon count of 338 photons), we generated
images of a single molecule with varying levels of Gaussian noise and used both algorithms to
again estimate the location of the single molecule. Both algorithms are again able to recover
the true location of the single molecule on average in both scenarios [Fig. 3(a) and 3(b)]. The
results from the first approach [Fig. 3(c)] with a constant Gaussian noise of standard deviation
4e~ show that for low Gaussian noise levels the performance of the two estimators is almost
identical to the case when there is no Gaussian noise. The results from the second approach
[Fig. 3(d)] show that increasing the Gaussian noise component also causes the standard devia-
tions of the two algorithms to converge to the PLAM. Thus, neither algorithm provides a clear
accuracy advantage when analyzing data containing a large noise component. However, at low
noise and signal levels, there is an appreciable difference in the accuracy of estimates from the
two algorithms.

3.4. The maximum likelihood estimator is less sensitive to the relative location of the point
source within the pixel

In al the estimations performed so far, the point source was placed at the center of the detector
pixel array to generate the data. To study the performance of the two agorithms when the
point source is positioned away from the center of the image array, we generated sets of one
thousand images of a single molecule whose center was changed in each set of images in
increments of 5nmin the object space starting from the left edge of the center pixel and moving
toward the right edge of the center pixel of the image array. The single molecule images were
generated using both pixelated Airy and Gaussian profiles. The location of the single molecule
was estimated from each image using both the nonlinear |east squares and maximum likelihood
estimators, again assuming the absence of model misspecifications. Both algorithms are again
able to recover the true location of the single molecule on average. However, examining the
standard deviations of the estimates from both agorithms, we see that while the maximum
likelihood algorithm attains the PLAM irrespective of the position of the point source, the
accuracy of the nonlinear least squares estimator deteriorates the further away from the center
of the pixel the point source islocated. Thus the maximum likelihood algorithm again achieves
the best possible accuracy in this scenario.

3.5.  The maximum likelihood estimator is less sensitive to misspecifications of the width pa-
rameter

In al the estimations performed so far, the values for the fixed parameters (width, photon de-
tection rate, etc.) were accurately specified for the profile being fit, i.e., they were set to the
values used to generate the images. In many practical situations, values for parameters such as
the width parameter of the estimated profile can be misspecified because of various factors. We
have previously shown that depth discrimination is very poor close to the plane of focus (2).
Therefore, when visually focusing on asample, thereisalikelihood of being away from the true
plane of focus by afew hundred nanometers. In our experience, the width parameter of the PSF
can deviate by up to 50% from the theoretical width parameter, as specified by the experimental
and imaging conditions, if the image being fit is out-of-focus by afew hundred nanometers. We
performed an analysis using simulationsto verify this. Using the Born-Wolf PSF model, for var-
ious levels of defocus [22, 25], we simulated 13 x 13 pixel image profiles of a single molecule
emitting light of wavelength 1 = 520nm, imaged through an objective of numerical aperture
ny = 1.3 and magnification M = 100, acquired on a camera with pixel size 13um x 13um. We
then fit these image profiles using an Airy PSF with the same experimental and imaging con-
ditions while floating the location coordinates and the width parameter. The theoretical value
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Fig. 5. Comparison of the accuracies of the nonlinear least squares and maximum like-
lihood estimators when the data is generated and fit with the same type of profile but the
width parameter is misspecified. Panels A(B) and C(D) show the results when the Airy
(Gaussian) pixelated profile was used both to generate the images of the single molecule
and to fit them. Panels A(C) and B(D) show the mean (standard deviations) of the xg co-
ordinate estimates from both the nonlinear least squares (¢) and the maximum likelihood
(x) estimators. (e) indicates the true Xo coordinate value. (o) indicates the PLAM or limit
of the localization accuracy of Xp. The dashed line indicates the correct value for the width
parameter. Values for the photon detection rate and background parameters were fixed to
their true values, i.e., the values used to generate theimages. In both cases, sets of 1000 im-
ages of a stationary single molecule were generated. The location coordinates (Xg, Yo) were
estimated from each image using both algorithms. The width parameter of the profile being
fit was misspecified by various amounts between sets of images. The following numerical
values were used when simulating the single molecule images. Pixel size: 13 umx 13 um,
pixel array size: 13 x 13, magnification M = 100. The single molecule image was centered
within the pixel array. The mean of the background noise component was set to zero. When
the Airy pixelated profile was used to generate the single molecule images, wavelength
A = 520 nm, and numerical aperture ny = 1.3, resulting in oc = 0.0157 nm~L. When the
Gaussian pixelated profile was used to generate the single molecule images, the width pa-
rameter of the Gaussian pixelated profilewas calculated as o = 1.3231 /21tn, = 84.225 nm.

for the width parameter, given by 27n,/A, is 15.7um~. However, at just 200nm defocus, the
value for the width parameter of the Airy profile was estimated at 6.53um 1, approximately
half of the true value.

Differences between the width parameter used when fitting profiles and the true width param-
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eter can also occur if the width parameter is determined solely by theoretical considerations,
as properties of the optical components can deviate from what is specified by the manufac-
turer [26]. In the example given above, the true value of the width parameter value, assuming
that the operational numerical aperture of the objective matches the design numerical aperture,
was 15.7um~L. However, if the operational numerical aperture was 1.2, the true value of the
width parameter would be 14.5um~1. Thus, variations in the experimental properties of opti-
cal components along with the possibility of the sample being out of focus can lead to large
deviations in the width parameter.

Consequently, it isimportant to understand how the misspecification of the width parameter
affects the performance of the estimation algorithms. Here we investigated the effects of amis-
specification of the width parameter. To study these effects, we simulated sets of one thousand
images of a stationary single molecule using both Airy and Gaussian pixelated profiles. The
single molecule location was estimated from each image, using both the maximum likelihood
and nonlinear least squares estimators, but the width parameter of the profile being fit was de-
liberately misspecified by a certain amount for each set of images. The type of profile used to
fit each image matched the type of profile used to generate that image, i.e., images generated
using pixelated Airy profiles were fit using pixelated Airy profiles, and images generated using
pixelated Gaussian profiles were fit using pixelated Gaussian profiles.

Examining the location estimates, the results show that both the maximum likelihood and
least squares estimators are, on average, able to recover the true location of the single molecule
irrespective of the amount by which the width of the profile being fit is misspecified [Fig.
5(a) and 5(b)]. Examining the standard deviations of the estimates calculated independently
from each set of images for each algorithm [Fig. 5(c) and 5(d)], the standard deviations of the
estimates obtained using the maximum likelihood estimator are again close to the limit of the
localization accuracy, irrespective of the amount by which the width parameter of the profile
being fit is misspecified, thus showing that the accuracy of the maximum likelihood estimator
isrelatively unaffected by the misspecification of the width parameter.

On the other hand, the accuracy of the nonlinear least squares estimator depends on whether
the width parameter value causes the profile being fit to be wider or narrower than the profile
of the single molecule image. If the width of the profile being fit iswider than the profile of the
single molecule, then the standard deviations of the estimates from the nonlinear least squares
estimator are also close to the limit of the localization accuracy. However, setting the width
parameter of the profile being fit to values that cause it to be narrower than the profile of the
single molecule leads to larger standard deviations in the estimates from the nonlinear least
sguares estimator. Thus the nonlinear least squares estimator appears to be more sensitive to
misspecification of model parameters while the maximum likelihood estimator is more robust
in the presence of model misspecifications.

3.6. Model mismatch has different effects on the performance of the two algorithms

Gaussian profiles are often used to fit data that might be more accurately modeled by Airy
profilesresulting in amismatch between the model by which the datais generated and the model
used to fit the data. A key step in approximating Airy profiles using Gaussians is determining
avalue for the width parameter of the Gaussian that produces a profile that best approximates
an Airy profile. For this purpose, we fit the Gaussian photon distribution profile function [see
Appendix A, Eg. (5)] to the Airy photon distribution profile function [see Appendix A, Eq. (4)]
for various values of a, using criteria based on the nonlinear least squares and the maximum
likelihood function [see Appendix B, Egs. (8) and (6)]. Both criteria produced similar results.
From them, we determined that for a Gaussian profile that best approximates an Airy profile
with width parameter o, the associated Gaussian width parameter o can be calculated by the
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Fig. 6. Comparison of the accuracies of the nonlinear least squares and maximum likeli-
hood estimators when Gaussian pixelated profiles are used to fit data generated using Airy
pixelated profiles. Panels A(C) and B(D) show the mean (standard deviation) of the xg co-
ordinate estimates from both the nonlinear least squares (¢) and the maximum likelihood
(x) estimators. (e) indicates the true Xp coordinate value. (o) indicates the PLAM or limit
of the localization accuracy of Xg. In panels A and C, sets of 1000 images were generated
for each value of the expected photon count at the detector plane. In panels B and D, sets of
1000 images were generated with the expected photon count at the detector plane set to 500
photons. In both cases, the location coordinates (xg,Yp) were estimated from each image
using both the nonlinear least squares and maximum likelihood estimators. Values for the
photon detection rate and background parameters were fixed to their true values, i.e., the
values used to generate the images. In panels A and C the value for the width parameter was
also fixed to the true value. All images were generated using Airy pixelated profiles and fit
using Gaussian pixelated profiles. In panels B and D, the width parameter of the Gaussian
profile was misspecified by varying amounts between sets of images. The dashed line in-
dicates the best approximate for the Gaussian width parameter. The following numerical
values were used when simulating the single molecule images. Pixel size: 13 umx 13 um,
pixel array size: 13 x 13, magnification M = 100. The single molecule image was centered
within the pixel array. The mean of the background noise component is set to zero. For the
Airy pixelated profile used to generate the single moleculeimages, wavelength A = 520 nm,
and numerical aperture ny = 1.3, resulting in oz = 0.0157 nm . For the Gaussian pixelated
profile used to fit the images (in the absence of misspecifications), the width parameter was
calculated as o = 1.3231 /2N, = 84.225 nm.

approximation o = 1.323/a which isin agreement with the results published previously [13,

27].
To study the effect of the model mismatch considered here on the accuracy of the two esti-
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mators, we investigated two scenarios. In the first scenario, we simulated sets of one thousand
images of a stationary single molecule for various values of the expected number of photons at
the detector plane using Airy pixelated profiles, and fit them with Gaussian pixelated profiles
of specified width o = 1.323/ ¢ to estimate the single molecule location coordinates. In this
scenario, the values for the other parameters, e.g. photon detection rate, were fixed to the values
used to generate the single molecule images. In the second scenario, we simulated multiple sets
of one thousand images using Airy pixelated profiles for a fixed value of the expected number
of photons at the detector plane, and again fit them with Gaussian pixelated profiles to estimate
the single molecule location coordinates. However, for each set of images, we deliberately mis-
specified the width parameter of the Gaussian profile being fit by a certain amount. The values
for the photon detection rate and background parameters were again fixed to the values used to
generate the single molecule images. Images were fit using both the nonlinear least squares and
maximum likelihood estimators.

From the results, we see that in both scenarios both estimators are, on average, ableto recover
the single molecul e location despite the model misspecification [Fig. 6(a) and 6(b)]. Calculating
the standard deviations of the location estimates independently from each set of imagesfor each
algorithm, we see that the standard deviations from neither algorithm matches the PLAM in
either scenario. In thefirst scenario, we see that with this specific model mismatch, the accuracy
of the nonlinear least squares estimator is better than that of the maximum likelihood estimator
as evidenced by the smaller standard deviations [Fig. 6(c)]. In the second scenario, we see that
the the maximum likelihood estimator is no longer able to attain the PLAM. However, we do
observethat the standard deviations of the estimates from the maximum likelihood estimator are
relatively constant, irrespective of the width of the profile being fit [Fig. 6(c)]. This again shows
that the maximum likelihood estimator is robust in the presence of model misspecifications. On
the other hand, we find that the standard deviations of the estimates from the nonlinear least
sguares estimator again depend on whether the width parameter val ue causesthe profile being fit
to be wider or narrower than the profile of the single molecule image. If the width of the profile
being fit is wider than the profile of the single molecule, then the standard deviations of the
estimates from the nonlinear least squares estimator are smaller than those from the maximum
likelihood estimator. However, the narrower the width of the profile being fit compared to the
profile of the single molecule, the larger are the standard deviations of the estimates from the
nonlinear least squares estimator, indicating a deterioration in accuracy [Fig. 6(d)]. This again
shows the sensitivity of the nonlinear least squares estimator to model misspecifications.

3.7. Two analytical approaches predict different localization accuracies

Analytical expressions for the accuracy with which the location parameters, and other parame-
ters, can be estimated are important tools for the design of single molecule experiments and for
the evaluation of location estimation techniques. In Fig. 1(b) we showed that the theoretically
optimal standard deviations as expressed by the PLAM can in fact be attained by the maximum
likelihood estimator [13, 14]. Another expression for the prediction of the standard deviation
of alocation estimator has previously been published by Thomspon et. al. [17]. Since both ap-
proaches have been used in previous studies to predict localization accuracies, we wanted to
compare the two analytical approaches to evaluating the performance of location estimators.
The formula by Thompson et. al. for an estimate of the localization error for a given set of
imaging and experimental conditionsis given by
, & a2/12  8ash?
(A7) = 5+ + iz @)
where Ax denotes the standard deviation of the single molecule location estimates, s denotesthe
standard deviation of the Gaussian image profile that is assumed to describe the image of the
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Fig. 7. Comparison of the FLAM and PLAM with estimates of the localization error ac-
cording to Thompson et. a. [17]. The PLAM for the Airy pixelated profile (o) and esti-
mates of the localization error given by Eq. 1 [17] (®) are plotted as a function of pixel
size. For comparison, the FLAM (®) and the corresponding localization error estimate by
Thompson et. a. for the ideal case (x), calculated as s/+/N, are also plotted. For each
pixel size, a set of 1000 single molecule images were generated using the Airy pixelated
profile. The standard deviation, calculated independently for each pixel size, of the sin-
gle molecule location coordinate estimates from each image obtained using both the non-
linear least squares (¢) and maximum likelihood (x) estimators are also shown. The nu-
merical values used in the calculations are as follows. Pixel array size: closest match to
169umx 169um total detector area, magnification M = 100, expected number of photons
from the single molecule: 500 photons. The single molecul e image was centered within the
detector area. The mean of the background noise component is set to zero. For the Airy
profile, wavelength A = 520 nm, and numerical aperture ny = 1.3. For the calculations of
thelocalization error based on Eq. 1, siscalculated as 1.3234 /2n, = 84.225 nm, N = 500
(expected number of photons from the single molecule), and a is obtained by dividing the
pixel size by the magnification.

single molecule, a the length of a pixel of the detector in the object space (pixels are assumed
to be square), N the total photon count from the single molecule, and b the standard deviation
of the background [17].

If the image profile is Gaussian, and pixelation and other extraneous noise sources are not
accounted for, then in fact the two approaches lead to the same result, i.e., 6/v/N, where N
is the expected number of collected photons and o denotes the parameter that describes the
‘standard deviation’ of the Gaussian image profile [14]. In practice, when the image of the
single molecule is not necessarily a Gaussian function, it is suggested that the experimental
profile should be fitted with a Gaussian profile and that the corresponding o parameter should
be used in the analytical expression above [17, 28]. We therefore investigated how well the
two approaches for predicting the localization accuracy perform when the image of the single
moleculeis best described by an Airy profile.

In the absence of deteriorating influences such as pixelation and extraneous noise sources,
the FLAM for a single molecule with an Airy image profile is given by 1/(oy/N), with o0 =
2nna/A and N the expected number of photons at the detector plane as described above. As
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discussed earlier, for a Gaussian profile that approximates an Airy profile, the standard deviation
parameter o can be approximated by ¢ ~ 1.323/¢. Substituting in Eq. 1 (while disregarding
pixelation and noise sources), we obtain o/v/N = 1.323/(a+/N) for the predicted standard
deviation of the location estimates. This implies that there is approximately a 30% difference
in the accuracy predicted by the two analytical approaches for this particular scenario.

In Fig. 7 the localization accuracies predicted by both analytical approaches are compared
when pixelation is taken into account. We see that the standard deviations predicted by the
approach based on Eq. (1) converges to the FLAM for a Gaussian image profile as the pixel
size isreduced, while the PLAM for an Airy image profile converges to the FLAM for an Airy
image profile. We also observe that for small pixel sizesthe expression based on Eq. (1) predicts
values for the standard deviation of the estimator that are higher than the PLAM for an Airy
profile. For larger pixel sizes, the expression based on Eq. (1) predicts standard deviations that
are smaller than the PLAM.

The difference in the results predicted by these two analytical approaches was further ver-
ified through simulations. We generated sets of one thousand images of a stationary single
molecule for the various pixel sizesin Fig. 7 using pixelated Airy profiles. The location of the
single molecul e was estimated from each image by fitting pixelated Airy profiles using both the
nonlinear least squares and maximum likelihood estimators. The values for the other parame-
ters, e.g. width and photon detection rate, were fixed to the values used to generate the single
molecule images. Calculating the standard deviations of the estimates from each algorithm in-
dependently for each of the pixel sizes considered, we see that the standard deviations of the
estimates from the maximum likelihood estimator match the PLAM. The standard deviations of
the estimates obtained using the nonlinear least squares estimator match neither the PLAM nor
the expression by Thompson et. a. [17]. These observations may help to explain reportsin the
literature that the standard deviations from the nonlinear least squares estimator are not always
adequately explained by Eq. (1). In contrast, they suggest that lower standard deviations can be
achieved as expressed by the PLAM and as attained by the maximum likelihood estimator.

4. Discussion

We have examined two estimators, the nonlinear least squares estimator and the maximum
likelihood estimator, with respect to their performance for estimating the location of single
molecules or other point sources. Amongst a selection of estimators that did not contain the
maximum likelihood estimator, the nonlinear least squares estimator had been identified as the
most accurate in a comparative study [11]. This was done in the context of fitting a Gaussian
profile to data generated with an Airy model. The maximum likelihood estimator, however, is
aclassica estimator [12, 29] that has also been investigated in the context of single molecule
localization [13, 14]. It was therefore important to extensively compare these two estimation
approaches.

Thefirst criterion for evaluation iswhether or not an estimator recoversthe correct parameter,
in this case, the coordinates of the location of the single molecule. Considering the stochastic
nature of the data, it cannot be expected that the correct parameter can be exactly recovered.
However, it is shown here with simulations that both estimators, on average, can retrieve the
location of single molecules without any obvious bias. The performance of estimators for the
localization of single moleculesistypically evaluated based on the standard deviation or vari-
ance of the resulting estimates [13, 17]. This is consistent with the desire that an estimator,
which on average produces the correct results, does so with a small standard deviation. Our
results show that in the absence of model misspecifications, the maximum likelihood estimator
consistently produces estimates with lower standard deviation than the nonlinear least squares
estimator.
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In any practical situation, the effect of extraneous noise (background autofluorescence, cam-
era readout noise, etc) on the performance of estimation algorithms is an important considera-
tion. We have shown that as the extraneous noise component in the data increases, irrespective
of whether the noise is Gaussian (camera hoise) or Poisson (background autofluorescence) in
nature or a combination of both, the standard deviations of the estimates from the nonlinear
least squares algorithm become comparable to those from the maximum likelihood estimator
and converge to the PLAM. This behavior of the estimatorsis not completely surprising as sim-
ilar results has been observed in deconvolution studies [15, 16]. We know from the statistical
literature that the nonlinear least squares algorithm is better suited for data with a Gaussian
distribution while the maximum likelihood algorithm is better suited for data with a Poisson
distribution. Consider the scenario when the data contains only signal from the point source
and Poisson noise. At high signal levels, i.e. when there is a large Poisson noise component
in this scenario and consequently a non-trivial signal measurable at every pixel, we know that
data with a Poisson distribution can be approximated well by a Gaussian distribution. Since
the nonlinear least squares algorithm is suited for data that exhibits Gaussian behavior, it is
not surprising that for data with a large Poisson noise component the nonlinear least squares
a gorithm produces results with accuracies comparable to those from the maximum likelihood
estimator. In the case when there is a large readout noise component, the Gaussian nature of
the readout noise dominates the nature of the overall signal. Therefore, it can again be expected
that the performance of the nonlinear least squares algorithm would be comparable to that of
the maximum likelihood algorithm. However, in the realm of quantum limited data, i.e. data
where the overall signal level islow at a significant number of pixelsin theimage, asisthe case
with single molecule data, the Poisson nature of the data dominates and the maximum likeli-
hood estimator is better suited in this situation. Consequently, at low extraneous noise levels,
the maximum likelihood algorithm produces more accurate estimates.

From apractical point of view the question of robustnessis of great importance. In aconcrete
experimental situation the acquired data may not precisely match the theoretical assumptions.
For example, the image profile might deviate from the assumptions due to the presence of
unmodeled optical effects or due to the fact that some of the parameters that specify the profile
might not be accurately known. The robustness question now relates to what extent the behavior
of the estimator changes if the matching image profile is not perfectly modeled. Importantly,
for the model mismatches that were considered here, both estimators, on average, recover the
correct location parameters. For the nonlinear least squares estimator the standard deviations
can be significantly larger than in the ideal case. If the model is misspecified this estimator
can even produce better results than when the model is correctly specified, asis the case when
the specified width parameter produces a profile that is considerably wider than the single
molecule image profile. In contrast the performance of the maximum likelihood estimator does
not depend very significantly on the nature and size of the misspecification.

It should, however, be emphasized that it cannot be expected that the estimators behave
properly under any distortions. For example, if the actual data and the fitted profiles no longer
exhibit radial symmetry, different results should be expected. If very precise results are desired,
our analysis suggests that great care has to be taken that the model that is used for fitting
is highly accurate. In generd, if a certain type of modeling uncertainty is expected and very
highly accurate results are required, it might be important to carry out an analysis of the type
performed here for the specific modeling uncertainty. In a number of scenarios it was shown
that the maximum likelihood estimator achieves the best results especially in the ideal case,
i.e.,, when no model mismatch is present. Importantly, in this case, it attains the best possible
performance as predicted by the PLAM [13]. In addition, it does not exhibit the potentially very
large performance deteriorations that are seen with the nonlinear |least squares estimator. Based
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on the analysis carried out here the maximum likelihood estimator might therefore be a better
algorithm choice.

The objective function of the maximum likelihood estimator is chosen based on the nature
of the underlying data. In this study, we have used two objective functions with the maximum
likelihood estimator, onefor datawith only Poisson characteristics, and acomputationally more
complex one for Poisson distributed data with additive Gaussian noise. The objective function
of the nonlinear least squares estimator, however, remains the same irrespective of the nature
of the data for which it is being used. The execution speed of the maximum likelihood esti-
mator using the objective function for data with only Poisson characteristics is comparable to
the execution speed of the nonlinear least squares estimator. However, the maximum likelihood
estimator using the objective function for Poisson distributed data with additive Gaussian noise
is computationally more demanding than the nonlinear least squares estimator because of the
complexity of the objective function. We have shown that for a number of important scenarios,
the maximum likelihood estimator using the more complex objective function produces more
accurate results than the nonlinear least squares estimator. In such scenarios, it isfor the micro-
scopist to decide whether the increased computational burden of using the maximum likelihood
estimator with the more complex objective function is justified by the increased accuracy.

The comparison between the two analytical expressionsfor the localization accuracy showed
that differences can occur in the predicted levels of accuracy. The expressions based on the
Fisher information matrix had been derived using a rigorous statistical framework. In contrast,
the approach in [17] relied on ad hoc derivations. Both approaches |ead to identical resultswhen
theimage profileis Gaussian and no pixelation is assumed. The presence of pixelation will also,
in many cases, not lead to significant differences. Both approaches can, however, lead to signif-
icantly different results when the image profile is not Gaussian. The Fisher information matrix
based approach can be used for any point spread function model. In the approach by Thompson
et. al. [17], an approximation is typically carried out, whereby the best Gaussian approximate
to the actual point spread function profile is determined. Assuming that the actual point spread
function is an Airy profile, the two approaches were compared. It was seen that in this situa-
tion the two approaches typically no longer predict the same accuracy with which the location
of the single molecule can be estimated. The lowest standard deviations are predicted by the
PLAM, i.e, by the Fisher information based approach and are also attained by the maximum
likelihood estimator. Thus the difference between the localization accuracy predicted by the ap-
proach utilizing the Fisher information matrix and the approach by Thompson et. a. arise from
the assumptions made about the underlying data model. Since these two approaches produce
different results, a microscopist should take this difference into consideration when comparing
the experimentally observed localization error with the theoretically predicted one. Many fac-
tors can lead to differences between the experimentally observed and theoretically determined
localization accuracies, e.g. inadequate correction for stage drift, optical aberrations. Our com-
parison of the two approaches to predict the localization error suggests that the approach used
to determinethe localization error can also contribute to these differences. Our results show that
the standard deviations of estimates from the maximum likelihood estimator are consistent with
the PLAM in the absence of model mismatches. Therefore, using the Fisher information matrix
based approach to calculate localization accuracies can help minimize differences between the
experimentally observed and theoretically determined localization errors.

In the present study, we are primarily interested in the performance of the nonlinear least
squares and maximum likelihood al gorithms with respect to localization accuracy. Therefore,
in most cases we have estimated only the location coordinates and fixed various other parame-
ters (e.g. width, photon detection rate, background). In our experience, floating some of these
parameters in addition to the location parameters can cause significant problems with the esti-
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mation. For example, we have observed that floating the background parameter along with the
width parameter can lead to significant deterioration of the results. Estimating fewer parame-
ters also has advantages with regard to computational efficiency. This requires more parameters
to be independently specified. Previously, we have theoretically shown, and numerically con-
firmed here, that the estimation of the photon detection rate is uncorrelated with the estimation
of the location of the single molecule or point source [14]. This means that the photon detec-
tion rate and location parameters can be estimated independently without any change in the
accuracy with which either parameter is estimated. We have here also explored how errorsin
specifying the width parameter affects the accuracy of location estimates. From the results, we
see that misspecifications in the width parameter in one direction do not affect the accuracy
of the estimates from either algorithm in some scenarios. Thisimplies that care must be taken
to make sure that if misspecifications occur they are such that they do not produce severely
deteriorated estimates.

The computations required to estimate the location of a single molecule and to evaluate the
limit of the localization accuracy can sometimes be fairly complex. To make these method-
ologies available to users who do not wish to write their own code, we have developed soft-
ware packages to accomplish these tasks. The EstimationTool [23] alows users to perform
various estimation tasks including single molecule location estimation and resol ution/distance
measurements in 2D and 3D. It offers different choices of estimation models (Airy, Gaussian,
Born-Wolf 3D point spread function model [25]), the ability to use either the nonlinear least
squares or the maximum likelihood estimator, and supports various models for extraneous noise
sources (Poisson only, Poisson and Gaussian noise). The tool aso provides access to advanced
calculation parameters, for example parameters involved in performing the numerical integra-
tions.The EstimationTool also allows results of estimations to be visualized and exported for
further analysis. All calculations of the limit of the localization accuracy can be performed with
the FandPLimitTool [24]. Using the FandPLimitTool both localization and resolution measures
can be calculated in 2D and 3D for various estimation models. User-friendly graphical user
interfaces are available for both packages[23,24].

Appendix A:  Simulating the single molecule images

To compare the accuracies of the nonlinear least squares and maximum likelihood estimators,
we simulated images of a stationary single molecule as acquired by a camera and estimated
the location of the single molecule using both estimators. When simulating the single molecule
images, the camerais modeled as a set of pixels denoted by {Cy,...,C« }. The signa acquired
at the kM pixel is modeled as

ok := Spx+ B +W, %)

where 6 denotes the vector of parameters to be estimated, Sy i is a Poisson random variable
denoting the signal from the single molecule detected at the K" pixel, and By is a Poisson
random variable denoting the signal from the background component with mean bAt where b
isthe rate at which photons from the background are being detected and At is the time interval
over which the image is acquired, and W is a Gaussian random variable denoting the camera
noise with mean n,x and standard deviation denoted by oy,.

The mean of S\ is given by

o= (A-a0) [ fo(r) ar ©)

where A denotes the rate at which photons from the single molecule are being detected, At
denotes the time interval over which theimage is acquired, C, denotes the area of the kM pixel,
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and fgy denotes the photon distribution profile, a probability distribution function which gives
the probability of a photon being detected at a specified location [13].
For the simulation of an Airy profile, fg isdefined as

[91 (&lIr —roll)]®

o) = w2

: 4

where ||r —ro|| = /(X—Mxg)2+ (y — Myp)2, M denotes the magnification of the optical sys-
tem, 0 := (xo,Yo) is the location of the single molecule in the object space, and 1/ ¢ denotes
the width of the profile with o := 27n,/A, where ng is the numerical aperture of the system,
and A isthe wavelength of the light emitted by the single molecule.

For the simulation of a Gaussian profile, fy isdefined as

< (x=Mx0)* (y— Myo)2>
e

1 - 2 2
for) = 5oos 2(Mo) 2(Mo)
where ¢ denotes the width of the Gaussian profile.

To simulate a single molecule image, the mean pixel intensity was calculated using Eq. (3)
for each of the K pixels, leading to a set {ug 1+ bAt, ..., ug k +bAt} of mean pixel intensity
values, which isreferred to as the pixelated profile. For each image, a Poisson realization of the
pixelated profile was generated. To simulate additive Gaussian noise, independent realizations
of the Gaussian random variable Wk in Eq. (2) for afixed value of oy, are added to each pixel in
the Poisson realization of the pixelated profile. In all calculations, a set of imagesrefersto a set
of one thousand simulated images. All calculations involved in generating the single molecule
images were performed in MATLAB (The MathWorks, Natick, MA). The integration routines
used to integrate the photon distribution profile function over a pixel were custom developed
in MATLAB. Poisson realizations were generated using the Poisson random number generator
provided with MATLAB's Statistics Toolbox.

®)

Appendix B:  Fitting single molecule images

Both the maximum likelihood and nonlinear least squares algorithms were used to fit the sin-
gle molecule images and estimate the location of the single molecule. Both algorithms fit the
images using the pixelated profiles calculated from Eq. (3) using either the Airy or Gaussian
photon distribution profile functions given by Eq. (4) or Eq. (5).

The nonlinear least squares estimate was obtained by minimizing the function

K
S=3 [z (tox+bat)]?, 6)
k=1

where 7y, ...,z denotes the single molecule image data, and L x denotes the mean pixel in-
tensity as given by Eq. (3). MATLAB’s 1sqgnonlin function from the Optimization Toolbox
was used to perform the nonlinear least squares minimization.

The maximum likelihood estimate for data incorporating Gaussian noise was obtained by
minimizing the negative of the function

K o0 o (Hpitbat) 1 (%M
L6l 7) = Zln( 1 3 ([ue,k+bAt]e . 2< Sk ) )) @
k=1

where z;, ...,z denotes the single molecule image data, tg k + bAt denotes the mean pixel
intensity, and oy and ny denote the standard deviation and mean of the Gaussian noise
component respectively [14].
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In the absence of Gaussian noise, the maximum likelihood estimate was obtained by mini-
mizing the negative of the function

K

ZL(0z1,....2) =Y, ((z) - In(1g x + bAt) — (1o k + bAL)) (8)
k=1

Function minimization was performed using the fminunc function provided in MATLAB's
Optimization Toolbox.

In al calculations of standard deviations and means, only those estimates were used for
which the MATLAB optimization functions successfully completed and the estimated location
was within the image. The EstimationTool [23] was developed to facilitate the calculations
involved in single molecule image fitting described by the equations above and supports both
the maximum likelihood and nonlinear least squares agorithms.
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