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ABSTRACT In this paper, we consider the 3D resolution of the opti-
cal microscope within the context of a parameter estimation

measure for the optical microscope is introduced. Based OP]roplem. B y making use O.f the theoretical framework_that
is laid out in [1] for formulating a general parameter estima

the Cramer-Rao inequality, this resolution measure spscifi . : . : . :
9 y ps tion problem in optical microscopy, we introduce a resalati

lower bound on the accur with which iven distan
a lower bound on the accuracy ch a given dis C?”neasure based on the Cramer-Rao lower bound [2] that pre-

separaling two objects in 3D space can be estimated from M) icts the accuracy with which a given distance separatig tw
acquired image. Useful in many applications, accurate de= . . y give P g
objects in 3D space can be determined.

termination of the distance of separation can, for example, . .
P b Analogous to our result in [3] wherein the same math-

help to characterize the interaction that occurs between tWematicaI framework is apolied 1o the 2D scenario of a bair
closely spaced biomolecules in a biological cell. In additi PP P

of in-focus objects, the 3D resolution measure predicts tha

to presenting the underlying theory, we show that the resol detecting enoudh photons from ir of obiects. arbitrar
tion measure predicts that, by detecting a sufficient numb';atfy etecting enough photons from a pair of objects, arbitra
ily small distances of separation can be estimated with pre-

of photons from an object parr, arbitrarily small distanoés ecified accuracy. In addition to this photon count depen-

separation can be estimated with prespecified accuracy. F . . )
P presp 4 Lg'che, we illustrate here the resolution measure’s behasio

thermore, we illustrate its dependence on properties ssich 4 ¢ Inction of an obiect pair's distance of separation. 3D spa
the object pair's 3D spatial orientation. With estimatiams ; . Ject pe eparation, 5L sp
tial orientation, and location along the optical axis. Asia

simulated images, we show that the maximum likelihood es-

timator is capable of attaining the accuracy predicted ley thlorv(\)l\e/}irdzorljansil(t): ;?igg;uar?gzgogndzﬁzf;:?;ﬁzt'gg’c\:}le g:rs]?
resolution measure. p g p

source pairs which show the maximum likelihood estimator
Index Terms— Axial resolution, Cramer-Rao inequal- to be capable of attaining the resolution measure.

ity, Fisher information matrix, optical microscopy, three  The material presented here is a practically significant ex-

An information-theoretic three-dimensional (3D) resmnt

dimensional microscopy pansion of what we have previously proposed [4, 5], and rep-
resents an important subset of the content of [6]. In Section
1. INTRODUCTION 2, we present the theory behind the 3D resolution measure. In

Section 3, we demonstrate the dependence of the resolution

The lateral (two-dimensional (2D)) resolution of the optic Mmeasure on the various attributes of an object pair. In Secti
microscope has been the focus of many studies. There, it f5 We give the results of our estimations on simulated data.
assumed that the two closely spaced objects of interest are
both confined to a focal plane of the microscope. In many 2. THEORY
applications, however, the imaged objects are situated in
three-dimensional (3D) space. The advent of single madeculwe consider the parameter estimation problem wherein the
microscopy, for example, has made possible the imaging ainknown parameter vector comprises six parameters that col
biomolecules which interact with one another inside the 3Dectively describe the 3D location of an object pair. This-ve
environment of a biological cell. In this case, the ability t tor is given by = (d, b,w, 54, 5,,52), 0 € O, where the
accurately determine the distance of separation between twparameter spac® is an open subset d&°. lllustrated in
closely spaced biomolecules can provide invaluable inferm Fig. 1 for a pair of point sources,, s,, ands, are the coor-
tion for characterizing the nature of their association.r Fodinates of the midpoint of the line segment that joins the two
applications like such, the task of estimating the distasfce objects,d is the length of the line segment (i.e., the distance
separation between two objects is one of resolution in 3D. of separation)¢ is the angle between thes-plane projection

This work was supported in part by the National InstitutedHeflth of the line segment and the positieeaxis, and is the an-

(RO1 GM071048 and RO1 GMO85575)* Corresponding author, email: 91€ between the line segment and the positive opticgagis.
ober@utdallas.edu. In our previous work [4, 5], a less practical assumption was




assume thaBy, andWy, k = 1,..., N, are independent of

the unknown parameter vectér
It was shown in [1] that the number of photoiss

detected from the objects of interest at #fé pixel is dis-
tributed with mean

t
o (k1) = /t /C Ao () for (. y)dedydr, 2)
0 k

whereC}, is the region in thery-plane occupied by thg"
pixel, Ay is the time varying intensity function of the inhomo-
geneous Poisson process that models the time points at which

Fig. 1. Pair of point sources situated in 3D space. The point sourced!® photons are detected, ahf - } >, are the density func-
are separated by a distanteith the midpoint between them given tions of the sequence of independent random variables that

by the coordinategs., s,, s-). The orientation of the point source mo?fe\}vg]g esr?cé)atttlaatlhceoggg]nagefstf?g wljerr?t?éﬁ(gfegp%?i%tgg%hotons
pair is described by the angle which the line segmen®; P> con- th
. . . S . By, at thek*™ pixel by 3(k,t), and the mean and standard
necting the pair forms with the positiveaxis, and the anglg¢ which deviation of the numger of photori®;, due to measurement
thezy-plane projection ofP; P> forms with the positivec-axis. noise at thekt" pixel by n;, and o, respectively, then the
Fisher information matrix is given by [1]

N,
made in that the distanekwas considered the only unknown 10) = i <8M9(k,t)>T Opo(k,t)
parameter. = 06 00
To quantify the accuracy with which a given distance of elem 2 2
- - oo ek ~temrotnt) | —F (I k)
separation can be determined, we make use of the well-known 2 T D Ve, € k
Cramer-Rao inequality from estimation theory [2]. This in- dz—1

5

equality states that the covariance matrix of any unbiased e R Po.k(2)

timator § of the unknown parameter vectéris no smaller

than the inverse of the Fisher information mafi®), i.e., (%)

where the superscrifif denotes the transpose operation, and
fork=1,...,Np ve(k,t) = no(k,t) + 5(k,t), and

7 —1
COV(0> Z I (0) (1) ( ) 1 oo [l/g(k,t)]le_ue(k’t) 7%(z—l—77k)2 R
po.k(2) = e Tk , z€lN.
Since the distance of separati@corresponds to element Varoy (o i

_ P 4
(1,1) of I"1(¢), and as it is common to express the accuracy For the resolution problem at hand, the acquired(ir)nage
of an estimator in terms of its standard deviation, the 3D+es js that of a pair of objects, and the parameter veétoom-

lution measure is defined to be the quan{jityI—'(6)]11. The  prises the six parameters described above. Accordingly, we
resolution measure is therefore a lower bound on the stendarealizep (k, t) of Eq. (2) as follows. We define the intensity
deviation of any unbiased estimatordfAccordingly, a large function of the Poisson process to be the sum of the photon

; P, ; detection rates\; and A, of the two objects, i.e.\g(7) =
;?jggflfnnei:sejzui;%Iiggigztezggzz:iﬁ?:(zacy’ while a skl r A1 (7)+Ao(T), T > to. Similarly, the density functiotfy . is
) ) 9 _ Y- a weighted sum of the images of the two objects, and is given
To arrive at the Fisher information matrx?) for the 3D py

resolution problem, we start generally by modeling an ac-
quired image in optical microscopy as a spatio-temporal ran - )
dom process, which we refer to as the image detection process Fe2(7)qz02,2 <M %02 35~ yoz)] : ®)

[1]. An image ofV, pixels, acquired during the time inter- where(z,y) € R?, ¢;(7) = Ai(1) /(A1 (T)+ Ao (7)), i = 1,2,

val [to, t], is modeled as a sequence of independent random ~ ;. 17 is the lateral magnification of the microscope,
variables{Z1, ..., Zy n, }, whereZy . = Sp.x + Bx + W, (01, Yo1, 201) @and(xoz, Yoz, z02) are the 3D coordinates, ex-

k =1,...,Np. In the expression fafy ., Sp,x iS @ POISSON  yressed in terms df, of the locations (e.g., centers of mass)
random variable that denotes the number of photons at‘the of the two objects in the object space, angl 1 andg.,, » are
pixel that are detected from the objects of interest, ané-it d 1o image functions of the two objects. An 7image f‘ffr%ctjgp
pends on the unknown parameter veciofl he random vari- 5 gefined as the image of an object at unit lateral magnifica-

able By, is also Poisson-distributed, but represents the nunon when the object is located &, 0, z), zo € R, in the
ber of spurious photons at tié" pixel due to noise sources object space [1].

such as sample autofluorescence. The random varigblis
a Gaussian random variable that denotes the number of pho:
tons at thek*" pixel due to measurement noise such as that ™

generated by the detector readout process. The three rand@mthis section, we illustrate the behavior of the resolutio
variables at each pixel are independent of each other, and vmeeasure as a function of various object pair attributes. We

1 T Y
fo,r(@,y) = e [61(7)11201,1 (M — 01, an y01)

DEPENDENCE ON OBJECT PAIR ATTRIBUTES
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orientation (anglev) and (b) the axial location of a point source pair

Fig. 2. Dependence of the 3D resolution measure on the expectegli, 4 separation distance df= 200 nm and an expected photon
photon count for three point source pairs that differ only in theircq e of A, - (t — to) = 5000 per point source. In (b), the resolution
distances of separation/ = 50 nm ¢), 100 nm §), and 200 "M eaqure is shown as a function of the axial positipnof the first

(o). In all three cases, the point source pair is axially centered at 3590int source, and the focal plane is located@t = 0 nm. In both

nm above the focal plane{ = 350 nm), and is positioned in the 4y ang (b), all other point source pair attributes and all experimental
zy-plane such that its image is centered on a 21-by-21 pixel arraynq noise parameters are as given for Fig. 2, except for the angle

with a pixel §ize of 6.45:m by 6.45,m. The o_ri.entatic.)n _iS suchthat i, (3) and the axial position in (b) which are varied along:thexes.
the pair projects at 80° angle from the positive:-axis in thexy-

plane ¢ = 60°), and forms &0° angle with the positive optical axis

(w = 607). Each point source emits photons of wavelength 655 expected photon count. For a distancé ef 200 nm, for ex-

nm, and the expected photon cout- (¢ — to) from each is varied  gmple, the resolution measure predicts an accura¢y26f47

from 1000 to 100000 photons. The refractive index of the objechm when an expected 2500 photons are detected from each
space medium is set to = 1.515, and the numerical aperture and point source. By doubling the expected photon count to 5000
magnification of the objective lens are respectively sette= 1.45 photons per point source, the accuracy is improved6.13
andM = 100. The mean of the additive Poisson noise at each pixehm, This photon count dependence importantly implies that

is setto3(k, t) = 80 photons, and the mean and standard deviationyiven enough photons, arbitrarily small distances can be de
of the additive Gaussian noise at each pixel are sgite 0 e~ and  termined with prespecified accuracy.

or =8 e, respectively. Dependence on distance of separatioBy intuition, one
would expect that larger separation distances can be deter-

consider the important scenario where the object pair isra pamined more accurgtely than smaller ones, since in the Iatt.er
of like point sources that emit photons of the same wavelengtcase more overlap is expected of the images of the two point
and the same constant detection rate (Ae(7) = A2(7) =  sources. Fig. 2 shows that given an expected number of de-

Ao, T > t9). Furthermore, the image function of each PO'”t}ected photons, the resolution measure for a larger distanc

source is given by the classical 3D point spread function o - -
Born and 8\,0” [7]¥ That iSgs,, 1 andgzw ) aFr)e each of the IS better (i.e., smaller) than that for a smaller distancer F

form example, by detecting an expected 5000 photons per point
w2 | L /9 s L2 source, accuracies @f16.13 nm, +36.60 nm, and+69.34
. wn2zg o :
Gzo (z, ) = 7)’;‘1 / Jo ( ’T;‘ 22 +y2p> IR P pdp‘ , nm can be expected for estimating distance800f nm, 100
0

6) nm, and50 nm, respectively. In terms of percentages, these
(z,y) € R? 2z € R. In Eq. (6),n, denotes the numerical accuracies correspond to less tha¥, less thar0%, and
aperture of the objective lens, denotes the wavelength of greater thari00% of the respective distances.
the detected photons, amddenotes the refractive index of Dependence on 3D orientationintuitively, one would
the immersion medium. expect that it would be easiest to determine the distance of
Dependence on photon counintuitively, the more pho- separation when two point sources are located side-by-side
tons (i.e., data) that are detected from two point sourtes, t in an zy-plane w = 90°), and that the task would become
more accurately one should be able to determine the distanagcreasingly more difficult as they are rotated toward the or
that separates them. This idea is reflected in our resolutioantation where one point source is positioned directlyomtr
measure. Fig. 2 illustrates the photon count dependence of the other { = 0°). As illustrated in Fig. 3a, our resolution
the resolution measure for three point source pairs thégrdif measure predicts results that concur. The curve shows that
only in their distances of separation. In each case, theecurnthe side-by-side scenaria (= 90°) corresponds to the best
shows that the accuracy for distance estimation improves (i accuracy (i.e., smallest resolution measure), and thataes-w
the resolution measure decreases) nonlinearly with isorga tate the point source pair out of and away from theplane



(i.e., decrease the anglg, we start to lose accuracy slowly Using MATLAB (The MathWorks, Inc., Natick, MA) and

but steadily until roughly an angle half way between the  its optimization toolbox, we performed estimations on five

plane and the optical axis (= 45°) is formed with the optical sets of simulated data which differ in parameters such as the

axis. Then, as the point source pair is rotated further tdgvar distance of separation and the spatial orientation. Fadn eac

the front-and-back orientationw( < 45°), the deterioration data set, estimations were carried out on 500 images. Table 1

in accuracy becomes significantly sharper before evegtuallshows that in each of the five scenarios, the mean and standard

leveling off at very small values af. deviation of the distance estimates closely match the fisse d
Dependence on axial locationThe farther two point tance of separation and the resolution measure, respgctive

sources are from the focal plane, the more they will appeaFhese results therefore demonstrate that the maximuni-likel

in the acquired image to be a single point source, and hend®od estimator is capable of achieving the accuracy preict

the more difficult it will be to determine the distance thatby the resolution measure.

separates them. This is corroborated by the curve shown in

Fig. 3b, which shows how the value of the resolution measureé  apie 1 Results of maximum likelihood estimations

changes as a point source pair is moved along the optical Expected

axis from two microns below the focal plane to two microns D@  photon Res. St

. set count per w S, d Mean meas. dev.
above. In general, the curve shows that as the point source no.  pointsource  (deg) (nm) (wm)  (m)  (nm)  (nm)

o P et I 5000 60 350 200 201.08 1635 16.07
pair is moved_ away_from the focal plane in elthe_r dwecﬂo_n 2500 60 350 200 20076 1171 1172
along the optical axis, the accuracy for determining the dis 3 5000 70 350 200 20145 10.90 10.35

i 4 5000 60 450 200 20129 16.15 16.44
tance of separation worsens. 5 5000 60 350 250 250.62 1217 1130

The exception to the rule for axial locations within half
a micron from the focal plane can be explained by the facResults of maximum likelihood estimations on five sets of 500 sim-
that the accuracy with which the axial position of a pointulated images of point source pairs in 3D space. For each data set,
source can be determined deteriorates drastically when thlee mean and standard deviation of the distance estimates are shown
point source is near the focal plane [8]. Since the problenalong with the corresponding resolution measure and the values of
of resolving two point sources can be viewed equivalently athe parameters that differ between the data sets. For all data sets, the
determining the locations of the two point sources, thiBilra point source pair emits photons of wavelength= 655 nm, has an
ity to accurately localize a near-focus point source haflaim anglep = 60°, and is positioned in they-plane such that its image
implications for the resolution problem. As shown in Fig, 3b is centered on a 15-by-15 array of 6.4B by 6.45.m pixels. All
the ability to accurately determine the distance of sefmrat other experimental and all noise parameters are as given for Fig. 2.
is severely compromised by either of the two point sources
coming very close to the focal plane. Each of the two sharp
increases corresponds to one of the point sources being very 5. REFERENCES

close to the focal plane. [1] S. Ram et. al., “A stochastic analysis of performance limits for

optical microscopes,Multidim. Syst. Sg. Process., vol. 17, pp.
27-57, 2006.

[2] C.R. Rao,Linear statistical inference and its applications, Wi-

Since by definition the 3D resolution measure is a lower ley, New York, USA., 1965.

bound on the standard deviation of any unbiased estimator &f1 S- Ram et. al., “Beyond Rayleigh’s criterion: A resolution mea-
the distance of separation, it is practically important o sure with application 10 single-molecule MicroscopiNAS,
that there are estimators that can in fact attain the inglicat vol. 103, pp. 4457-4462, 2006. ) ) )
accuracy. By performing estimations on images of pairs of?l S- Ram et. al., “A novel 3D resolution measure for optical mi-
like point sources in 3D space simulated using the image g;czaiigghfopglcat'ons to single molecule imagirigc.
function of Eq. (6), we found that the maximum likelihood ' ' i

. . . - [5] J. Chao et. al., “3D resolution measure for multifocal plane
estimator is capable of achieving the resolution measure. microscopy,” inProc. 5th IEEE International Symposium on

The maximum likelihood estimation was realized by max-  giomedical Imaging: From Nano to Macro, pp. 1339-1342
imizing the log-likelihood function 2008.

4. ESTIMATION RESULTS

[6] J.Chao et. al., “A resolution measure for three-dimensional mi-

NP
croscopy,”Opt. Commun., vol. 282, pp. 1751-1761, 2009.
In(L£(0]21, ..., 2n,)) = Z In(po. (2k)); ) [7] M. Born and E. Wolf, Principles of Optics, Cambridge Univer-
k=1 sity Press, Cambridge, UK, 1999.
where fork = 1,..., N, z is the simulated photon count at [8] S. Ram et. al., “How accurately can a single molecule be lo-
the kth pixel (i.e.,2x = Sp i -+ By, + Wi), andpg (21, is the calized in three dimensions using a fluorescence microscope?”

probability density function of;, given by Eq. (4). Proc. SPIE, vol. 5699, pp. 426-435, 2005.





