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ABSTRACT

Multifocal plane microscopy (MUM) is a 3D imaging modality which enables the localization and tracking of
single molecules at high spatial and temporal resolution by simultaneously imaging distinct focal planes within
the sample. MUM overcomes the depth discrimination problem of conventional microscopy and allows high
accuracy localization of a single molecule in 3D along the z-axis. An important question in the design of MUM
experiments concerns the appropriate number of focal planes and their spacings to achieve the best possible 3D
localization accuracy along the z-axis. Ideally, it is desired to obtain a 3D localization accuracy that is uniform
over a large depth and has small numerical values, which guarantee that the single molecule is continuously
detectable. Here, we address this concern by developing a plane spacing design strategy based on the Fisher
information. In particular, we analyze the Fisher information matrix for the 3D localization problem along
the z-axis and propose spacing scenarios termed the strong coupling and the weak coupling spacings, which
provide appropriate 3D localization accuracies. Using these spacing scenarios, we investigate the detectability
of the single molecule along the z-axis and study the effect of changing the number of focal planes on the 3D
localization accuracy. We further review a software module we recently introduced, the MUMDesignTool, that
helps to design the plane spacings for a MUM setup.

Keywords: Cramér-Rao lower bound, Fisher Information Matrix, Single molecule microscopy

1. INTRODUCTION

High accuracy determination of the 3D positions of highly dynamic objects imaged by a fluorescence microscope
is of significant practical importance as it holds the promise to provide new insights into subcellular processes and
structures (see e.g.1,2). In particular, 3D single molecule tracking1,3 and localization-based 3D superresolution
microscopy,4 which are the two well-known applications of single molecule fluorescence microscopy, primarily
relay on the accurate estimation of the 3D location of single molecules.5,6 However, conventional fluorescence
microscopy fails to provide sufficient information about the axial location of a single molecule, especially, when
it is located at or near the plane of focus.1,3, 5 This is sometimes referred to as the depth discrimination problem
of conventional microscopy.7

To overcome the depth discrimination problem, a number of approaches have been proposed in the liter-
ature which are essentially based on modifications to the conventional microscopy setup. Examples for such
approaches include engineered point spread functions (PSFs),8 astigmatic optics,9 interferometric optics10 and
multifocal plane microscopy (MUM).11 A central question in the design of imaging experiments using any of the
aforementioned 3D imaging modalities concerns the best possible accuracy with which the 3D location of a single
molecule can be estimated as it moves along the z-axis (i.e. the optical axis). It is ideally desired to achieve
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a 3D localization accuracy that is uniform over a large depth and has small numerical values, which guarantee
that the single molecule is continuously detectable.12

Here, we are particularly interested in MUM which provides high spatial and temporal resolution for the local-
ization and tracking of single molecules by simultaneously imaging different focal planes within the sample.1,11,12

In MUM, the best possible 3D localization accuracy along the z-axis is primarily controlled by the number of
focal planes and their spacings.1,12 A large number of appropriately spaced focal planes can potentially cover a
large depth for viewing and tracking the particles. Fluorescence microscopy, however, is photon-limited which
implies that, regardless of the number of focal planes, only a specific and limited number of photons can be
collected from the sample per acquisition.13,14 Increasing the number of focal planes splits this fixed number of
photons among a larger number of planes which, in turn, leads to a less photon budget for each focal plane.1 A
poorer localization accuracy may therefore be achieved when using a large number of focal planes. Additionally,
altering the spacings between the focal planes changes the image profiles of the object at the focal planes, which
has two notable consequences. First, the localization accuracy of the object will be affected as it moves along the
z-axis.7 Second, the particle may become difficult to detect in the acquired image.12 As such, for a given MUM
setup the choice of the plane spacing determines whether an object can be localized with a consistent level of
accuracy and whether it can be continuously detected in the image, as it moves along the z-axis.

In this paper, we address the above concerns by developing a plane spacing design strategy based on the
Fisher information matrix (FIM). The FIM represents the amount of information the data provides about an
unknown parameter,14,15 e.g. the 3D location of a single molecule, and is closely related to the inverse of the best
possible localization accuracy.13,16 We particularly study the behavior of the FIM along the z-axis and introduce
two spacing scenarios, the strong coupling spacing and the weak coupling spacing, which provide appropriate 3D
localization accuracies. Using these spacing scenarios, we investigate the effect of the number of focal planes
on the localization accuracy and comment on the detectability of the particle along the z-axis. We also briefly
describe the MUMDesignTool,12 which is a user-friendly software package developed for designing the focal plane
spacing for a MUM setup.

We would like to note that the material presented here comprises a subset of the content of our recently
published journal article,12 in which detailed analyses and extensive discussions can be found.

2. PROBLEM FORMULATION AND THEORY

2.1 Fisher Information Matrix for a MUM Setup

In this section, we briefly review the concepts concerning the FIM for a MUM setup as they are necessary
for the determination of the best possible 3D localization accuracy along the z-axis. Let Θ ⊆ R

3 be an open
parameter space and let θ := (x0, y0, z0) ∈ Θ be the parameter-vector of interest representing the 3D location of
an object, e.g. a single molecule, in the object space with respect to the design focal plane, that is the standard
infinity-corrected focal plane in conventional single plane microscopy. The best possible accuracy (standard
deviation) with which the location of the single molecule can be estimated, observing its pixelated image, is
given by the practical localization accuracy measure (PLAM).12,13,17 We refer to the best possible accuracy
for estimating the x, y and z coordinates of the single molecule as x0-PLAM, y0-PLAM and z0-PLAM (axial-
PLAM), respectively. The PLAM is determined using the Cramér-Rao lower bound (CRLB).13,16 According to

the Cramér-Rao inequality,14,15 the covariance matrix of any unbiased estimator θ̂ of a parameter-vector θ ∈ Θ
is bounded from below by the inverse FIM, i.e. cov(θ̂) ≥ I

−1(θ). For the current 3D localization problem, the
FIM I(θ) for any given focal plane or for the MUM setup is a 3 × 3 matrix. The main diagonal elements of this
3 × 3 matrix provide information about the x, y and z coordinates of the single molecule and we denote them
by x0-FIM, y0-FIM and z0-FIM (axial-FIM), respectively.12 Therefore, the x0-PLAM, y0-PLAM and z0-PLAM
are given by the square root of the inverse of x0-FIM, y0-FIM and z0-FIM, respectively.

Suppose a pixelated detector
{

C1, . . . , CKpix

}

consisting of Kpix pixels, where Ck ⊆ R
2, k = 1, . . . ,Kpix,

denotes the area occupied by the kth pixel. Assume that the pixels are mutually disjoint and postulate that we
have Kpln focal planes where the first plane is equivalent to the design focal plane. It has been previously shown



that the photon counts detected by the pixels of the nth plane due to a single molecule axially located at z0 are
realizations of independent Poisson random variables with expected values13,14

µθ,n(k) :=
Nn

M2
n

∫

Ck,n

qz0−∆z1n

(

x

Mn
− x0,

y

Mn
− y0

)

dxdy, θ ∈ Θ, n = 1, . . . ,Kpln, k = 1, . . . ,Kpix, (1)

where Nn is the expected number of detected photons on the nth infinite detector plane (i.e. R
2) due to the

single molecule such that
∑Kpln

n=1 Nn = Ntot, with Ntot denoting the total number of detected photons due to
the single molecule on an arbitrarily positioned infinite detector plane. We note that Ntot is independent of the
number of focal planes. The term Ck,n denotes the kth pixel at the nth focal plane. In addition, Mn and ∆z1n
denote the lateral magnification at the nth focal plane and the distance between the design focal plane and the
nth focal plane in the object space (with ∆z11 = 0), respectively, and qz0 is known as the image function.1,13

The image function describes the image of a stationary single molecule on the detector at unit lateral magni-
fication when the single molecule is located on the z-axis in the object space. We assume that the image function
is given by the Born and Wolf 3D PSF.1,18 It has been previously shown, under geometrical optics, that the
lateral magnification for a focal plane that is shifted by a distance of ∆z1n from the design focal plane is given
by12,13

Mn :=M(∆z1n) =M1

L− LM2
1∆z1n

noilL+M2
1∆z1n

L
, n = 1, . . . ,Kpln, ∆z1n ∈ R,

where noil is the refractive index of the immersion oil and L is the tube length of the microscope.

The expression of the FIM for the parameter-vector θ at the nth focal plane for a practical microscopy setup,
where the acquired data is corrupted by extraneous noise, is given by13,14,19

In(θ) =

Kpix
∑

k=1

ψn(k)

νθ,n(k)

(

∂µθ,n(k)

∂θ

)T
∂µθ,n(k)

∂θ
, θ ∈ Θ, n = 1, . . . ,Kpln, (2)

where νθ,n(k) = µθ,n(k) + bk,n with bk,n, k = 1, . . . ,Kpix, n = 1, . . . ,Kpln, denoting the photon count due to
the background noise at pixel Ck and plane n. The term ψn(k) is known as the noise coefficient that depends
on the type of detector.19 In the absence of readout noise, ψn(k) = 1 for all k = 1, . . . ,Kpix, n = 1, . . . ,Kpln.

13

In the presence of readout noise and when using charge coupled device (CCD) and complementary metal oxide
semiconductor (CMOS) detectors, the noise coefficient is given by13

ψn(k) = νθ,n(k)×
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,

where ηk,n and σ2
k,n denote the mean and the variance of the readout noise, respectively, for k = 1, . . . ,Kpix and

n = 1, . . . ,Kpln. The expression of the noise coefficient in the presence of stochastic signal amplification and
readout noise, which are associated with an electron-multiplying CCD (EMCCD) detector, can be found in.19

Since the data acquisition in each focal plane is independent of the data acquisition in the other planes, the
FIM for a MUM setup is simply the sum of the FIMs of the individual focal planes1,12 and we have

IMUM (θ) = I1(θ) + I2(θ) + · · ·+ IKpln
(θ), θ ∈ Θ ⊆ R

3. (3)

As we will discuss in the next section, this additive property of the FIMs makes it very convenient to define the
focal plane spacing problem in terms of the FIMs rather than directly in terms of the PLAMs.
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Figure 1. The axial-FIM and the axial-PLAM for conventional single plane microscopy and MUM. (a) The axial-FIM
and (b) the axial-PLAM for a 2-plane MUM setup and two conventional single plane setups (Plane 1 and Plane 2) as a
function of the z-position of the single molecule. The zero, local maxima and shoulders of the axial-FIM of Plane 1 are
marked in panel (a). The results are calculated for a 100x, NA 1.3 objective lens. The plane spacing (∆z12) is 0.5 µm, the
photon count is 250 photons/plane and the emission wavelength is 520 nm. The background level is 1 photon/pixel/plane
and the standard deviation of the readout noise is 2 e−/pixel. The ROI size is 11 × 11 pixels.

2.2 Graphical Interpretation of the Plane Spacing Design Strategy

In this section, we give a graphical interpretation for the design of the focal plane spacing for a MUM setup.
To this end, we first study the behavior of the axial-FIM and the axial-PLAM along the z-axis for both a
conventional microscopy setup and a MUM setup. Figure 1(a) shows the axial-FIM for a conventional single
plane microscopy setup with a design focal plane as a function of the z-position of the single molecule (“Plane
1”), computed using Eq. 2. It is clear that the axial-FIM for this focal plane is zero when the object is at the
focal plane, which implies that the data does not provide any information about the z-location of the point
source; we refer to this spot as the zero of the axial-FIM. A consequence of the zero of the axial-FIM is the
depth discrimination problem, illustrated in Fig. 1(b) (“Plane 1”), where the axial-PLAM for the design focal
plane increases without bound as the single molecule approaches Plane 1. This corresponds to a high uncertainty
in estimating the z-position of the single molecule when it is located near the plane of focus.1,7 As the single
molecule moves away from the focal plane, the axial-FIM increases and at some z-position it reaches a peak
which we refer to as the local maximum of the axial-FIM. Further moving the single molecule away from the
focal plane gradually decreases the axial-FIM and at some z-position the axial-FIM has a bump which we refer
to as the shoulder of the axial-FIM. The described behavior of the axial-FIM is symmetric with respect to the
z-position of the focal plane obviously due to the axial symmetry of the Born and Wolf 3D PSF.18

Figure 1(b) also shows the axial-PLAM for a 2-plane MUM setup along the z-axis. For brevity, we refer to
this and its corresponding axial-FIM as axial-PLAMMUM and axial-FIMMUM , respectively. As can be seen,
the axial-PLAMMUM is relatively constant along the z-axis including at the focal planes when compared to the
axial-PLAM for a conventional microscope (i.e. “Plane 1”). The flatness of axial-PLAMMUM curve depends on
the plane spacing and our ultimate design objective is to obtain an appropriate level of the axial-PLAMMUM .
Due to the fact that the PLAMMUM is specified in terms of the inverse of the FIMMUM , minimizing the axial-
PLAMMUM is closely related to maximizing the axial-FIMMUM (see Section 2.1). We therefore carry out the
main steps of the focal plane spacing design by investigating the axial-FIM as this will prove to be a convenient
criterion due to two important properties of the axial-FIM. First, as pointed out earlier, the axial-FIMMUM is
the sum of the axial-FIMs for the individual focal planes.1 Hence, as shown in Fig. 1(a), the axial-FIMMUM

curve along the z-axis is obtained by adding the axial-FIM curves of the individual focal planes. The second
important property of the axial-FIM is that, to a good approximation, the graphs of axial-FIMs of the different
focal planes are simply translated versions of the graph of the axial-FIM for the design focal plane along the z-axis
(see Fig. 1(a)).12 We note that this property is based on the assumption that different focal planes have similar
experimental conditions, e.g. the photon count and extraneous noise, as would be the case if identical detectors
are used and the emission light is equally split among the detectors for the different planes. The second property
in particular implies that changing the position of a focal plane with respect to the other planes amounts to a
corresponding translation of the graph of the axial-FIM.

These two properties provide the basis for a graphical interpretation of the design process for focal plane
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Figure 2. The effect of plane spacing on the axial-FIM, the axial-PLAM and the lateral-PLAM for a MUM setup. Panels
(a), (c), (e) and (g) ((a’), (c’), (e’) and (g’)) show the axial-FIM (axial-PLAM) for a 2-plane MUM setup as a function
of the z-position of the point source for different plane spacings. The figure also shows the axial-FIMs and axial-PLAMs
of focal planes 1 and 2. Panels (b), (d), (f) and (h) show the corresponding lateral-PLAMs for the MUM setup. Panels
(b’), (d’), (f’) and (h’) show the mesh plots of the simulated images of single molecules located at z-positions shown by
the red circles on the design plane. The plane spacings (∆z12) are 0.1, 0.5, 1 and 3 µm from top to bottom. Panels
(c), (c’), (d) and (d’) are associated with the strong coupling spacing whereas panels (e), (e’), (f) and (f’) correspond to
the weak coupling spacing. The results are calculated for a 100x, NA 1.3 oil immersion objective lens where the photon
count is 250 photons/plane and the emission wavelength is 520 nm. The background level is 1 photon/pixel/plane and
the standard deviation of the readout noise is 2 e−/pixel. The ROI size is 11 × 11 pixels. The vertical dashed lines show
the position of focal planes.

spacing. The design process can therefore be thought of as shifting the graphs of the axial-FIMs such that their
sum, i.e. the axial-FIMMUM , has the desired values for the range of z-positions that are of interest.

3. RESULTS

3.1 Strong and Weak Coupling Spacings: Constant Axial-PLAM

The primary requirement in the design of MUM experiments is to obtain a constant axial-PLAMMUM along the
z-axis. A constant axial-PLAMMUM allows estimating the axial location of a single molecule with a constant
level of accuracy across the desired depth. As such, as a first step we investigate the influence of changing the
plane spacings on the axial-PLAMMUM for a 2-plane MUM setup. We defer the study of MUM setups with
more than two focal planes to the subsequent sections. The behavior of the axial-PLAM of a 2-plane MUM setup
for different plane spacings is illustrated in Figs. 2(a’), (c’), (e’) and (g’), where it is shown that changing the
plane spacing changes the flatness of the curve. For a small plane spacing (∆z12 = 0.1 µm), there is a significant
variation in the axial-PLAMMUM value between the focal planes, i.e. the axial-PLAMMUM varies from 22 nm
to 110 nm over the z-range of [-0.6, 1.1] µm (see Fig. 2(a’)).



Increasing the plane spacing, improves the flatness of axial-PLAMMUM curve and, as can be seen in Fig. 2(c’),
a certain spacing (∆z12 = 0.5 µm) yields a relatively flat curve. For this spacing, the axial-PLAMMUM varies
only from 28 nm to 31 nm over the same z-range of [-0.6, 1.1] µm. This relatively constant axial-PLAMMUM is
obtained when the local maximum of the axial-FIM of the second plane overlaps with the zero of the axial-FIM
of the first plane (see Fig. 2(c)). We refer to this spacing as the strong coupling spacing. Further increasing
the plane spacing worsens the flatness of the curve (see Fig. 2(e’)). Hence, we set the largest acceptable plane
spacing to be the case where the shoulder of the axial-FIM of the second plane overlaps with the zero of that
of the first plane (see Figs. 2(e)). We refer to this spacing as the weak coupling spacing. For this spacing, the
axial-PLAMMUM varies from 23 nm to 54 nm over the z-range of [-0.6, 1.1] µm, as can be seen in Fig. 2(e).

A very large plane spacing (∆z12 = 3 µm) results in large fluctuations in the curve, with large axial-
PLAMMUM values both between the focal planes and at the focal planes (see Fig. 2(g’)). This is primarily
due to the fact that the axial-FIMs of two distantly spaced focal planes make small contributions to the axial-
FIMMUM at the focal planes (see Fig. 2(g)) and, as such, the axial-PLAMMUM at each focal plane is large.

3.2 Constant Lateral-PLAM and Detectability of the Particle

In addition to a constant z-localization accuracy along the z-axis, obtaining constant x- and y-localization
accuracy is also of importance, especially, in the context of 3D tracking. In this section, we analyze the behavior
of the x0-PLAM and y0-PLAM for a MUM setup along the z-axis. To this end, we define the lateral-PLAM as
follows12

Lateral-PLAM :=
(

(x0-PLAMMUM )2 + (y0-PLAMMUM )2
)1/2

.

The lateral-PLAM quantifies the best possible accuracy for the lateral localization of a particle. A large value
for the lateral-PLAM at a certain z-position predicts a poor lateral localization accuracy at that z-position.
Importantly, a poor lateral localization accuracy can also be interpreted as high uncertainty in visually detecting
the particle in the acquired image.12

Figures 2(b), (d), (f) and (h) show the lateral-PLAM for a 2-plane MUM setup for different plane spacings,
which corresponds to the axial-PLAM described in the previous section. When the focal planes are located close
to one another (∆z12 = 0.1 µm), the lateral-PLAM varies from 7.3 nm to 32.6 nm over the z-range of [-0.3, 0.8]
µm (see Fig. 2(b)). For this plane spacing, the numerical value of the lateral-PLAM at the midpoint between the
focal planes is relatively small, i.e. 7.3 nm. Correspondingly, the point source can be clearly visually identified in
a MUM image as shown in the mesh plot (Fig. 2(b’), where only the image from the first focal plane is shown).

Adjusting the plane spacing based on the strong coupling spacing (Fig. 2(d)) and the weak coupling spacing
(Fig. 2(f)) provides relatively constant lateral-PLAMs. More specifically, for the strong coupling spacing the
lateral-PLAM varies from 9.2 nm to 13.7 nm over the z-range of [-0.3, 0.8] µm, whereas for the weak coupling
spacing it varies from 10.1 nm to 19 nm over the same z-range. For a large plane spacing (∆z12 = 3 µm), the
lateral-PLAM varies significantly, i.e. from 10.3 nm to 45.1 nm, over the same z-range (see Fig. 2(h)). This
implies that the lateral location of the particle cannot be estimated with a constant level of accuracy.

From a detectability perspective, as the plane spacing increases, the numerical value of the lateral-PLAM
varies significantly such that at a certain plane spacing the point source becomes barely detectable in the image.
For example, for a plane spacing of 1 µm that corresponds to the weak coupling spacing, the lateral-PLAM for
a point source at z = 0.5 µm is 19 nm and at this position the particle is marginally visible in the image (see
Fig. 2(f’)). For larger plane spacings the particle can no longer be identified in the image (Fig. 2(h’)). This is
due to the fact that as the plane spacing increases, for certain z-positions (especially near the midpoint between
the focal planes), the distance between the particle and each focal plane becomes so large that the particle is
significantly out of focus and is therefore undetectable in the image.

The above discussion suggests that the weak coupling scenario provides a guideline for adjusting the plane
spacing to achieve a large viewing range and helps in designing MUM setups, for example, to observe a particular
cellular process that occurs over a large z-range.
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Figure 3. The effect of changing the number of focal planes on the 3D localization accuracy. (a) The axial-PLAM and (b)
the lateral-PLAM for a MUM setup with different numbers of focal planes over a range of [-1, 1] µm. The magnification,
the numerical aperture, emission wavelength, and the ROI size are 100x, 1.3, 520 nm, and 11×11 pixels, respectively. The
focal planes are located based on the strong coupling spacing. The total photon count is 1000 photons and is split equally
among the focal planes. The background level and the standard deviation of the readout noise are 25 photons/pixel/plane
and 8 e−/pixel, respectively.

3.3 Appropriate Number of Focal Planes

As mentioned earlier, the second important question in the design of MUM experiments concerns the appropriate
number of focal planes that are required to cover a sample of a certain thickness.1,12 This section is devoted
to addressing this concern by studying the effect of changing the number of focal planes on the 3D localization
accuracy of a MUM setup along the z-axis. The axial-PLAMs for MUM setups with 2 to 8 focal planes over the
range of [-1, 1] µm are displayed in Fig 3(a), where the planes are placed based on the strong coupling spacing.
As it is the case in practice, we assume that the total photon count is fixed and is equally split among the focal
planes. Fig. 3(a) shows that the axial-PLAM of the 2-plane setup has relatively small numerical values along
the z-axis. However, the values vary significantly (e.g. they vary from 34 nm to 67 nm over the z-range of [-1, 1]
µm). Increasing the number of planes from 2 to 3, elevates the numerical values of the axial-PLAMMUM while
the curve becomes more flat (i.e. the axial-PLAMMUM varies from 37 nm to 56 nm over the same z-range).

Further increasing the number of focal planes, e.g. to 5 or 8, provides more flat axial-PLAMMUM curves
along the z-axis. For instance, for an 8-plane setup the axial-PLAM values vary only from 81 nm to 86 nm over
the same z-range. However, the numerical value of the axial-PLAM for a MUM setup with a large number of
planes is consistently greater than that for a MUM setup with a small number of planes. A consistently large
axial-PLAMMUM value implies a poor localization accuracy along the z-axis. The effect of changing the number
of focal planes on the lateral-PLAM is analogous to its effect on the axial-PLAMMUM (see Figure 3(b)).

Consequently, the practical implication of this behavior is that we can achieve a relatively constant 3D
localization accuracy across the desired depth by increasing the number of focal planes. Nevertheless, as the
number of focal planes increases, the numerical values of the localization accuracy become consistently large
along the z-axis. The rationale for this behavior is that placing a large number of focal planes, splits the emitted
light from the sample among the planes such that the number of photons detected from the sample at each
plane becomes relatively small when compared to the readout noise. This results in large numerical values in the
axial-PLAMMUM and the lateral-PLAM which depend on the number of detected photons per focal plane.1,12

4. THE MUMDESIGNTOOL

To facilitate and speed up the tedious and time-consuming process of designing the focal plane spacing for a
MUM setup, we developed a new software module, the MUMDesignTool∗,12 which is incorporated with the recent
release of our previously developed FandPLimitTool†.17 The MUMDesignTool is developed in the MATLAB
environment based on an object-oriented programming methodology and provides a user-friendly graphical user
interface (see Fig. 4). Powered by two main working modes termed the rapid mode and the precise mode, the
MUMDesignTool is capable of computing and plotting the 3D localization accuracy for MUM setups with up to

∗The software package is available on-line at http://www.wardoberlab.com/software/mumdesigntool/.
†For more information visit http://www.wardoberlab.com/software/fandplimittool/.



Figure 4. The graphical user interface of the MUMDesignTool. The left and right panels show the configure settings and
the rapid mode windows of the MUMDesignTool.

10 focal planes. In particular, the rapid mode allows the fast calculation of the 3D localization accuracy for a
MUM setup by making use of an approximate but fast approach explained in detail in.12 The main assumptions
for the rapid mode are that the lateral magnification is constant at different focal planes and that the data is
devoid of extraneous noise sources. The precise mode, on the other hand, calculates the 3D localization accuracy
without any approximation (i.e. this mode directly computes Eq. 3).

The recommended procedure to designing the plane spacing using this package is to first use the rapid mode
to interactively change the plane spacing and the number of planes and visualize the behavior of the PLAM.
This helps to find a candidate spacing based on one of the introduced spacing scenarios. The next step is then
to run the precise mode with the extraneous noise parameters, and the candidate spacing to verify that the
designed spacings are appropriate in the presence of noise. If there is a significant discrepancy between the
results of the rapid mode and the results of the precise mode, the plane spacing designed using the rapid mode
(i.e. the candidate spacing) should be fine tuned. The fine tuning can be performed by slightly increasing and/or
decreasing the candidate spacing and then rerunning the precise mode. The results of the precise mode for these
slightly different spacings can then be compared to find the desired spacing.
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