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Digital imaging requires a re-examination

of the resolution limits of optical microscopy.

ptical microscopy is an impor-

tant tool for studying live bio-

logical cells in life sciences re-

search, enabling the observation of vari-
ous biological processes in real time. The
study of nanoscale single molecular ac-
tivities such as protein-protein interac-
tions is vital for understanding cellular
processes and aids in the development of
new drugs. Recent advances in imaging
technology and labeling methodology
have enabled the study of single biomol-
ecules even within a cellular environment.
It is widely believed that optical mi-
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croscopes have a finite resolution limit
given by Rayleigh's criterion. This limita-
tion has long been held as an impedi-
ment to studying nanoscale molecular in-
teractions, However, it is well-known that
the criterion is based on heuristic notions.

Formulated within a deterministic
framework at a time when the unaided
human eye was typically used as the de-
tector, Rayleigh’s criterion neglects the
statistics of the detected photons and does
not take into account the total number
of them. Therefore, it is not suited for cur-
rent microscopy techniques that use
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highly sensitive photon-counting detec-
tors. Not surprisingly, recent single-mol-
ecule experiments have shown that
Rayleigh’s criterion can be surpassed."”
Thus, its inadequacy necessitates a re-
assessment of the resolution limits for
optical microscopes.

In particular, to properly plan an ex-
periment, it is important to have a
methodology to assess the accuracy at
which the distance between two point
sources can be determined. Recently, a
resolution measure that overcomes the
limitations of Rayleigh's criterion was
proposed. It predicts that the resolution
of an optical microscope is not limited
and that it can be improved by increasing
the number of detected photons from the
point sources. Single-molecule imaging
experiments have verified that distances
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Figure 1. These simulations show GFP single molecules imaged at different distances (d) of separalion. Rayleigh's resolution limit for the

GFP molecules is ~ 220 nm.
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‘:fi‘:_ between single molecules that are well
\\'i below Rayleigh's criterion can be mea-
\"l\\ sured with an accuracy in accordance with
\that prediction.’

The resolution measure

cording to optical diffraction theory,
,,v-m'ti;‘é image of an in-focus point source is
described by an intensity distribution pro-
file; i.e., the point-spread function. In
fluorescence microscopy, the image of
two point sources can be described as the
sum of two point-spread functions.
Rayleigh's criterion is based on the spa-
tial overlap between two point-spread
functions. The minimum resolvable dis-
tance between two point sources is given
by 0.61 \/n, where A denotes the wave-
length of the photons and n, denotes the
numerical aperture of the objective lens.

The resolution limit specified by
Rayleigh'’s criterion can be thought of as
an attempt to quantify the distance be-
tween two point sources such that their
presence can be visually distinguished in
their image. That is, point sources that
are spaced far apart are resolvable because
their image contains two well-separated
peaks, each of which corresponds to a
point-spread function, whose presence
can be visually identified in the image by
a human observer, As the distance of sep-
aration between the point sources de-
creases, there is significant overlap be-
tween the two point-spread functions such
that the presence of two peaks can no
longer be visually identifiable in the image
(Figure 1). In this case, the point sources
are said to be unresolvable.

However, the image of two point
sources is distinct from that of a single
point source because, mathematically, the
sum of two point-spread functions is dif-
ferent from that of a single point-spread
function. Although this was known even
during Lord Rayleigh's time, it was not
taken into consideration, possibly because
of the insensitivity of the unaided hu-
man eye to detect subtle shape changes.

With the advent of digital technology,
images can be captured easily by a digital
imaging sensor and analyzed with ap-
propriate computer algorithms. This, in
turn, means that distances well below
Rayleigh's resolution limit can be resolved
in data acquired in an optical microscope
setup. Photon statistics play a crucial role
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because collecting a large number of pho-
tons (i.e., data points) from the two point
sources provides more information about
the shape of their image, which leads to
higher accuracy in determining the dis-
tance between them.

Fundamental resolution measure

An interdisciplinary approach was used
to obtain the new resolution measure in
which tools of advanced statistical image
processing* address a classical problem
in optical microscopy. The task of deter-
mining the distance between two point
sources is a parameter-estimation prob-
lem. By using the theory concerning the
Fisher information matrix, a bound/limit
is obtained to the accuracy with which
the distance can be estimated for a given
imaging condition. An analytical expres-
sion for the fundamental resolution mea-
sure (FREM) is obtained by assuming
imaging conditions analogous to those
of Rayleigh’s criterion — i.e., two identi-
cal, sel-luminous, in-focus point sources
emitting unpolarized, incoherent light
(Table 1).
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The FREM predicts how accurately the
distance between two point sources can be
resolved. A small numerical value of the
FREM predicts a high accuracy in deter-
mining the distance, while a large nu-
merical value predicts poor accuracy.

For example, consider a pair of GFP
molecules that are imaged by a 1.45-NA
objective. According to Rayleigh's crite-
rion, distances of 8, 50 and 200 nm be-
tween the GFP molecules cannot be re-
solved because the smallest resolvable
distance is about 220 nm. On the other
hand, the new measure predicts that these
distances can be resolved with accuracy
not smaller than +6.4, +2.7 and +1.9 nm,
respectively, when 3000 photons, on av-
erage, are detected from each molecule.

This implies that, for distances of 50 and

200 nm, the FREM predicts a high accu-
racy in resolving the distance, while for
8 nm, it predicts poor accuracy in resolv-
ing the distance (Figure 2A).

Because the FREM takes into account
the photon statistics, the accuracy of re-
solving a distance of 8 nm can be greatly
improved by increasing the number of
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photons detected from each GFP mole-
cule (Figure 2B). This result is in stark
contrast to Rayleigh's criterion, which is
independent of the photon count.
Moreover, it underscores the importance
of considering the photon/light budget
when discussing resolution performance,
especially in fluorescence imaging appli-
cations that typically use photobleach-
able fluorescent markers.

Several experimental factors can affect
the resolvability of two point sources.
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J, = nth order Bessel function of the first kind
A, = Photon detection rate of the point sources
= wavelength of the detected photons

= numerical aperture of the objective lens

7 ddy,

For instance, modern imaging detectors
are pixelated, and the data acquired is a
discretized version of the image. The data
also is corrupted by extraneous noise
sources such as scattered photons, auto-
fluorescence and detector readout noise.
To account for these factors, the practical
resolution measure (PREM) was derived.
An extension to the FREM, it shows how
experimental factors deteriorate the pre-
dicted resolution measure.

For example, for a pair of GFP mole-

8 3000 6.5 42.0
10 3000 5.7 37.0
50 3000 2.7 74
200 3000 1.2 3.0

8 3000 (104 i 76.5 (31.6)
(6.5)
10 3000 (109 9.1 47.1(27.1)
(5.0
50 3000 (10 40 125(8.3)
(2.2)
200 3000 (104 27 4.5(2.2)
(1.5)
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A = wavelength of the
detected photons

n, = numerical aperture of
the objective lens

cules, a comparison of the PREM and
the FREM shows that, when taking into
account deteriorating factors, there is an
approximately twofold deterioration in
the resolution measure for distances of
50 and 200 nm and a sevenfold deteri-
oration for a distance of 8 nm (Table 2).
Note that the deterioration of the reso-
lution measure is pronounced for small
distances. This implies that, during an
experiment in which small distances are
estimated, extra care must be taken to
control noise. Moreover, by comparing
the PREM and the FREM, an experi-
menter also can systematically investi-
gate which experimental factor is a major
contributor to the deterioration of the
predicted accuracy in a particular sce-
nario. In this way, the new resolution
measure also can be used to design and
optimize microscopy and experimental
setups. :

The FREM and PREM are based on the
scenario that the acquired image contains
photons from both point sources. How-
ever, when the point-source pair exhibits

Table 2. The results of the new resolution
measure were calculated for a pair of
GFP/Cy5 molecules at various distances
of separation. The FREM/PREM is
calculated for the case when n, = 1.45
and A = 520/690 nm (GFP/Cy5). The
other imaging conditions assumed for the
PREM are as follows: pixel size is 12.9
X 12.9 pm, pixel array size is 13 X

13, readout noise is 8 e~ per pixel, and
background noise is 80 photons per
pixel per second.
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8 2000 2000 8.1
15 2000 2000 7.8
25 2000 2000 7.6
50 2000 2000 617

Table 3. The predicted resolution measure is shown for a pair of GFP molecules when additional spatial information is used. The
imaging condifions are idenfical fo those in Table 2.

double-step photobleaching behavior, ad-
ditional spatial information can be ob-
tained from photons collected from the
point source that remain after the first
photobleaching step. The theory used to
derive the FREM and the PREM also can
be used to investigate how the additional
spatial information improves the pre-
dicted resolution measure.

For example, for two GFP molecules
10 nm apart, the resolution measure pre-
dicts an accuracy not better than 5.8 nm
when an average of 5000 photons are col-
lected before and after the first photo-
bleaching step (Table 3). In contrast, when
additional information obtained after the
first photobleaching step is not used, the
resolution measure predicts an accuracy
not smaller than +43 nm to resolve the
same distance.

By definition, the resolution measure
provides a bound to the accuracy/stan-
dard-deviation with which the distance
between two point sources can be esti-
mated. Hence, it is important to know
whether this bound can be attained in ex-
perimental data. To verify this, images of
closely spaced Cy5 molecules and a DNA
ruler labeled with Cy5 dye at either end
were acquired and analyzed. To deter-
mine the distance of separation between
the single molecules, the maximum like-
lihood estimation algorithm was imple-
mented in the high-level programming
language Matlab from MathWorks in
Natick, Mass., and it was verified that the
accuracy of the distance estimates comes
close to the predicted resolution measure.

Single-molecule imaging

The proposed resolution measure
shows that certain single-molecule ex-
periments can be performed that were
once thought to be unfeasible with an

optical microscope; for example, nano-
scale protein interactions such as receptor-
dimerization. For this, the protein of in-
terest is tagged with a single fluorophore
such as GFP. In addition, the analysis can
be extended to resolve distances between
more than two single molecules.

Parameter estimation problems play a
central role in single-molecule micros-
copy. Examples include determining the
location and photon count of single mol-
ecules, resolving the distance of separa-
tion between two (or possibly more) mol-
ecules and estimating the level of defo-
cus. With all these problems, it is helpful
for the experimenter to have analytical
tools to assess with what accuracy the var-
ious parameters can be estimated.

In the past, several groups have ad-
dressed this issue by considering specific
estimation techniques, but the results
have been limited to the specific estima-
tion technique used. On the other hand,
the approach based on the Fisher infor-
mation matrix provides results indepen-
dent of specific estimation techniques.
In fact, by using this approach, a simple
analytical formula provides a funda-
mental limit to the accuracy with which
the location of a single molecule can be
determined.®

Results also have been obtained for the
problem of determining the defocus of
the single molecule.® In general, this
method can be applied to any parameter
estimation problem in optical micros-
copy, and a detailed formulation in this
regard was recently reported.” (m}
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