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Abstract:  From an acquired image, single molecule microscopy makes
possible the determination of the distance separating tasely spaced
biomolecules in three-dimensional (3D) space. Such distamformation
can be an important indicator of the nature of the biomokacinteraction.
Distance determination, however, is especially difficuften, for example,
the imaged point sources are very close to each other or eatelb near
the focal plane of the imaging setup. In the context of suchllehges,
we compare the limits of the distance estimation accuracysé&veral
high resolution 3D imaging modalities. The comparisonsraegle using
a Cramer-Rao lower bound-based 3D resolution measure widicts
the best possible accuracy with which a given distance caesbmated.
Modalities which separate the detection of individual paaurces (e.g.,
using photoactivatable fluorophores) are shown to providdest accuracy
limits when the two point sources are very close to each ahédror are
oriented near parallel to the optical axis. Meanwhile, nlitida which
implement the simultaneous imaging of the point sourcem froultiple
focal planes perform best when given a near-focus pointcgopair. We
also demonstrate that the maximum likelihood estimatorapable of
attaining the limit of the accuracy predicted for each mibgal
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OCIS codes: (180.6900) Three-dimensional microscopy; (180.2520) Esoence mi-
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Photon statistics; (000.5490) Probability theory, statiegrocesses, and statistics
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1. Introduction

Single molecule microscopy (e.g., [1, 2]) has become an itapbtool for studying biological
processes at the level of individual biomolecules. Besatexbling the direct visualization of
biological events at the biomolecular level, the acquiredges contain extractable information
that can provide a more detailed understanding of the recoedents. In localization-based
superresolution (e.g., [3,4, 5, 6, 7, 8, 9, 10]) and high esxmuthree-dimensional (3D) tracking
(e.g., [11, 12, 13, 14, 15]), for example, the position of mgk biomolecule is accurately
determined from its image. Besides the localization of atividual molecule, however, of
particular importance is the study of the interaction bemvievo biomolecules.

In studying an interaction such as that between two proteimémportant problem is to re-
solve the two closely spaced molecules in the sense of digtieigrthe distance that separates
them. An accurately determined distance of separation cande biologically significant in-
sight as it helps to elucidate the nature of the biomoledntaraction. Techniques based on flu-
orescence resonance energy transfer (e.g., [16]) havdibetd to the probing of interactions
involving distances of less than 10 nm. Meanwhile, based ayldjyh’s criterion, it has been
widely believed that the conventional optical microscopa cesolve two in-focus molecules
only if they are separated by more than 200 nm. In the morergeBB scenario where the
molecules are out of focus, the classical 3D resolutiortljirv, 18, 19] predicts an even higher
threshold distance. This leaves a distance range of 10 nfAGme that is unaccounted for,
and represents a significant obstacle to the study of mamydd&cular interactions.

In [6], we proposed a new resolution measure that is baseldeo@tamer-Rao lower bound
[20] from estimation theory, and it specifies the limit of #ruracy (i.e., the smallest possible
standard deviation) with which a given distance can be deterd. Using this result, we showed
that, contrary to common belief, distances below Raylaighiterion can in fact be accurately
determined with conventional optical microscopy. Moregsely, this resolution measure pre-
dicts that arbitrarily small distances of separation caesianated with prespecified accuracy,
provided that a sufficient number of photons are detected fhe pair of molecules. Since in
general biomolecular interactions are not confined to agterfocus, the resolution measure
has been extended to the 3D context [21].

In [6] and [21], it was shown that even though distances u288rnm in two-dimensional
(2D) or 3D space can be estimated, the number of photons tierpdir of molecules that is
required to be able to obtain an acceptable accuracy ireseabstantially in nonlinear fashion
with decreasing distance. Since attaining the requiredgphoount is not always feasible (e.qg.,
due to the photobleaching of the fluorophore), it would befulde explore other means of
achieving the desired limit of the accuracy. One such gjyai® simply to separate the detec-
tion of the two closely spaced molecules, as the difficultgétermining small distances is at-
tributable to the fact that the acquired image consists ofdignificantly overlapping spots (i.e.,
point spread functions). Separate detection can be achspectrally if the two fluorophores
emit photons of different wavelengths (e.g., [22, 23]), tocdn be achieved temporally. The
latter can be realized through the natural photobleact8ng,[6] or blinking [5] of the fluo-
rophores, or the stochastic activation of photoactivatéb] 8], photoswitchable [9], or other
types [10] of fluorophores.

In dealing with the more general 3D scenario of resolving twit-of-focus molecules, the
poor depth discrimination capability of the optical miatope introduces an additional chal-
lenge in the distance estimation problem. In particulaptll@iscrimination is especially poor
near the microscope’s focal plane, and it has been showtthtaatoser a single molecule is to
the focal plane, the more difficult it is to accurately deterenits axial ¢) position [24]. This
z-localization problem has direct implications on the dis& problem. In [21], it was shown
that even for two molecules that are separated by a relplige distance, the limit of the dis-



tance estimation accuracy (i.e., the 3D resolution measypecally deteriorates severely when
either of the molecules is axially located near the micrpstplane of focus. The resolution
measure can again be improved by collecting more photonstine molecules, but very large
numbers will be required, as in the case of small distanoeshtain an acceptable limit of the
accuracy. This near-focus problem therefore represenigniisant obstacle in the study of
biomolecular interactions that occur in proximity to thedbplane.

A technique that can be expected to overcome poor depthirdisation near focus for the
3D distance estimation problem, however, is multifocahplanicroscopy (MUM) [25]. MUM
is an imaging configuration that uses multiple cameras tolksémeously capture images from
distinct focal planes within the specimen. By positioningltiple focal planes at appropriate
spacings along the microscope’s optical)dxis, MUM can be used to visualize and study
cellular processes over a large depth range (e.g., [14, B6Portantly, by imaging a near-
focus single molecule simultaneously from additional ftanes that are relatively far fromit,
MUM can significantly improve the limit of the accuracy withigh the molecule’z position
can be determined [14, 27]. By the same principle, one caa@UM to have an analogous
effect on the limit of the distance estimation accuracy.

The main focus of this paper is to systematically compargemiht microscopy imaging
modalities in terms of their ability to estimate the 3D dista of separation. These modalities
make use of separate detection and/or the MUM techniqueregrdsent imaging setups that
have all been implemented and used in practice. Therefoeenethod as well as the results
of our comparisons can be used to generate or provide imypatédelines in the design of an
imaging experiment where distance estimation is an intggua of the data analysis. Whereas
different imaging modalities have been compared in ternth@f ability to localize a single
point source (e.g., [28]), the work presented here provédesmparison of modalities in terms
of their ability to resolve a pair of closely spaced pointre®s (i.e., to determine the distance
of separation).

The comparisons are made using customizations of the 3DutEsomeasure [21] which
we derive for each modality. Moreover, they are performedhim context of the important
challenges posed by small distances of separation andomes-depth discrimination. A third
challenge that will be considered is that associated wighattientation of a point source pair
with respect to the microscopefsaxis. As we showed in [21], even a relatively large distance
of separation can be difficult to determine with acceptabteacy if, for example, one point
source is positioned in front of, and hence obscures the,dthiie z direction.

In addition to the comparisons, we show that the limits ofdieance estimation accuracy
predicted for the various imaging modalities by their respe resolution measures are attain-
able by the maximum likelihood estimator. This is an impotrt@sult as it is useful to identify
estimators that can achieve the limit of the accuracy intmacWe demonstrate the maximum
likelihood estimator to be one such estimator via distarstienations that were carried out on
simulated images of point source pairs.

The remainder of this paper is organized as follows. In $a@j we provide a description of
the four imaging modalities that are compared and the imaggettiat they produce. In Section
3, we derive the 3D resolution measures corresponding taliffexrent imaging modalities.
In doing so, we demonstrate how the theory behind the résoluheasure can be applied
to different modalities. In Section 4, we use the deriveslig®n measures to compare the
modalities in terms of their limits of the distance estirnataccuracy. Specifically, we illustrate
the dependence of the different resolution measures onigitende of separation, the axial
position, and the orientation of a point source pair, anavsthat the best-performing modality
depends on the specific scenario. In Section 5, we presemgshks of our maximum likelihood
distance estimations with simulated images. Finally, wecbale our presentation in Section 6.
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Fig. 1. Simulated images of a pair of like point sources in 3D space asraddyy (a) the
SIM-SNG, (b) the SEP-SNG, (c) the SIM-MUM, and (d) the SEP-MUM ging modal-
ities. The point sources are deliberately simulated to be separated bytieeheliarge
distance of 500 nm to clearly show the presence of a pair. The expirsaref each image
is the same regardless of the modality. (a) The SIM-SNG modality absthectonven-
tional fluorescence imaging setup which produces a single image of bothgources.
(b) The SEP-SNG modality detects the two point sources separately in tidhbesite
produces two images each capturing only one of the point sourceShécEIM-MUM
modality uses two cameras to simultaneously detect the point sourcegmaitviio distinct
focal planes, and hence produces two images each capturing botrspoioes. (d) The
SEP-MUM modality combines separate detection with two-plane imaging anefohe
produces a total of four images - two of one point source from the twimdigocal planes,
and two of the other point source at a different time, but from the samédwal planes. In
(c) and (d), the images are dimmer because the collected photonditbetspeen the two
focal planes.

2. Thefour imaging modalities

In this section, we give a description of each of the four imggmodalities for which we
will compare the limits of the distance estimation accurdéyese modalities differ in terms of
whether they employ the simultaneous or the separate detexdtthe two closely spaced point
sources, and whether they image those point sources frongle $ocal plane or from multiple
focal planes at the same time. The four modalities complig®ssible combinations of simul-
taneous (SIM) or separate (SEP) detection coupled witHesfngal plane (SNG) or multifocal
plane (MUM) imaging. For brevity, each modality will be deed by the appropriate combina-
tion of abbreviations here and throughout the paper. Inqudatr, we describe the nature of the
images that are produced by each modality, and from whidlarlies of separation are to be
estimated. The presentation is aided by Fig. 1, which shawslated images of a pair of like
point sources as acquired by each modality.

1. TheSIM-SNG (simultaneous detection, single focal plane) modality represents the
conventional fluorescence imaging setup where a singleenmgcquired of a pair of
point sources and is used to estimate the distance of separatsimulated image for
this modality is shown in Fig. 1(a), where a relatively lag§® nm distance of separation



was specified to clearly illustrate the presence of two pmuorces. For much smaller dis-
tances of separation, the two spots would overlap significand be difficult to visually
distinguish as two.

2. TheSEP-SNG (separate detection, single focal plane) modality separates the detec-
tion of two closely spaced point sources either spectraltgmporally, and images each
point source from one and the same focal plane. For ease sémegion, however, and
without loss of generality, we will assume for this modaltite model of temporal sep-
aration that relies on the use of photoactivatable or pladtokable fluorophores (e.g.,
[7, 8, 9]). In this model, stochastically different subsetshe entire fluorophore popu-
lation are converted to the fluorescing state in successiveds of photoactivation. By
keeping the subsets of photoactivated fluorophores snhad, likely that two closely
spaced fluorophores are individually detected at diffetiemés. The output of the SEP-
SNG modality therefore consists of two images acquiredndudisjoint time intervals
as shown in Fig. 1(b). Each image captures only one of thet gomrces, but the two
images are used together to estimate the distance thatgepdre two point sources.

3. TheSIM-MUM (simultaneous detection, multifocal plane) modality (e.g., [14, 26])
detects two closely spaced point sources simultaneouslyinaages them from multiple
focal planes at the same time. Though it in principle inchi®JM setups that employ
any number of focal planes, here we will assume for this nmiydaltwo-plane MUM
configuration. In a two-plane MUM setup, a beam splitter iscu® divide the fluores-
cence collected by the objective lens between two cameaasith positioned at distinct
distances from the tube lens of the microscope. In this Wesyfwo cameras can image
distinct focal planes within the specimen at the same tinme. Gutput of this modality
therefore comprises two images that are acquired duringalree time interval, one by
each camera. Each image captures both point sources as sh&iga 1(c), but from a
distinct focal plane. The two images are used together tmatd the distance of separa-
tion. Note that the images of Fig. 1(c) are dimmer than thdgégs. 1(a) and 1(b) due
to the splitting of the collected fluorescence between tliedameras.

4. TheSEP-MUM (separ ate detection, multifocal plane) modality (e.g., [29]) combines
separate detection with the MUM technique, and generaltpepasses all methods of
separation coupled with a MUM configuration employing angnber of focal planes. In
keeping with the assumptions made with the SEP-SNG and tfieM8JM modalities,
however, we will assume for this modality the use of photwatdble or photoswitch-
able fluorophores with a two-plane MUM configuration. Thepatitof the SEP-MUM
modality therefore consists of four images as shown in Kid). Two of the four images
capture one and the same point source during the same tiemeahtbut each is acquired
by a different camera from a distinct focal plane. The renmgitwo images both capture
the other point source during a time interval that is didj@iom the other, but are again
acquired by the two different cameras from their respedtical planes. The four images
are used together to perform the estimation of the distahseparation. Note that as in
the case of the SIM-MUM modality, the images of Fig. 1(d) airarder because of the
splitting of the collected fluorescence between the two came

3. The 3D resolution measuresfor thefour imaging modalities

The 3D resolution measure is a quantity that specifies thiediithe accuracy (i.e., the smallest
possible standard deviation) that can be expected of tiass produced by any unbiased
estimator of the distance that separates two objects (@t sources). More precisely, it is



Fig. 2. Two point sourceB; andP,, located respectively &ko1, Yo1,201) and(Xoz, Y02, 202),
in 3D space. In formulating the distance estimation problem, the 3D geowfetng pair
is equivalently described by the six parametdy®, w, s, Sy, - The parameted is the
distance that separat®s andP,. The coordinates, sy, ands; specify the location of the
midpoint betweerP; andP,. The parametew is the angle between the line segmBri®,
and the positivez-axis. The parametep is the angle between thg-plane projection of
P1 P, and the positive--axis.

defined as the square root of the Cramer-Rao lower bound {203dtimating a distance of
separation. The mathematical foundation on which the 3DRluésn measure is based was
presented in [30], and a detailed description of its deidvatvas given in [21].

The resolution measure as described in [21] assumes déseticnation based on a single
image of a pair of point sources. As such, it is directly aggddle to a conventional fluorescence
imaging setup (i.e., the SIM-SNG imaging modality). Howeve obtain the limits of the dis-
tance estimation accuracy for the SEP-SNG, the SIM-MUM, twedSEP-MUM modalities,
the resolution measure needs to be adapted to consideplauitiages of one or both point
sources from different acquisition time intervals andfcd planes (Figs. 1(b), 1(c), 1(d)).
Since the derivations of these resolution measures are @assy presented as modifications
to the derivation of the resolution measure for the SIM-SN@&laility, we will begin by pro-
viding a succinct derivation of the SIM-SNG resolution m@asthat includes the necessary
ingredients for arriving at the other resolution measures.

Note that only relatively high level descriptions will begh in this section, and that detailed
descriptions with accompanying mathematical formulaebmafound in the appendix.

3.1. The SM-SNG modality

To obtain the resolution measure for the SIM-SNG modality,consider the problem of esti-
mating the vector of unknown parametés= (d, ¢, w, s, s,,s;), 8 € ©, from a single image
of two point sources (Fig. 1(a)). The symi®Idenotes the parameter space which is an open
subset ofR8. As shown in Fig. 2, the six parameterstbtollectively describe the geometry of
a pair of point sourceB; andP; in 3D space. Parametdrdenotes the distance that separates
P, and P,, parameterp denotes the angle which thg-plane projection of the line segment
PP, forms with the positivec-axis, parametegw denotes the angle whid? P, forms with the
positivez-axis, and parametesg, s, ands, denote the coordinates of the midpoint betwBgn
andP..

In order to estimaté (which includes the distance of separatnfrom an image of the
point source®; andP,, a mathematical model that accurately describes the insagguired.
To account for the intrinsically stochastic nature of thetpoin emission (and hence the photon



detection) process, this image, which we assume to be &thdirring the time intervato, t],

is modeled as a spatio-temporal random process [30, 31}eRgoral portion models the time
points at which photons are detected frBpandP, as an inhomogeneous Poisson process with
intensity function/A\g(T), T > to. The spatial portion models the image space coordinates at
which the photons are detected as a sequence of indepeaddotm variables with probability
density functiong fg ; }>t,. As detailed in appendix section A.1, the intensity funciie (1)

is simply the sum of the rates at which photons are detected® andP, (Eq. (3)), and each
density functionfy ; is simply a weighted sum of the images (i.e., the point spfeadtions)

of the two point sources (Eg. (4)). Note thatin general, Bogfir) and{ fg ; } >, are functions

of 6 (i.e., the parameters to be estimated).

Having modeled our image through the functiokhg(t) and { fg ; }r>t,, @ matrix quantity
known as the Fisher information matrix [20] can be calcwat@enoted byl (6), this matrix
provides a measure of the amount of information the imageesaabout the parameter vector
6 to be estimated. Sind@is a six-parameter vectdn0) is a 6-by-6 matrix.

The Fisher information matrix in turn allows us to apply thea@er-Rao inequality [20],

a well-known result from estimation theory which stated tife inverse ofl (0) is a lower
bound on the covariance matrix of any unbiased estim@tof the parameter vectd (Eq.
(8)). It then follows that elemertl, 1) of | =1(8), which corresponds to the distance parameter
d (i.e., the first parameter if), is a lower bound on the variance of the distance estimdtes o
any unbiased estimator. The 3D resolution measure for thleSNG modality is accordingly
defined as the quantity/[1-1(8)]11, where the square root makes it a lower bound on the
standard deviation, rather than the variance, of the distastimates. Since it is a lower bound
on the standard deviation, small values of the resolutioasue correspond to good distance
estimation accuracy, whereas large values corresponditogaauracy.

We note that in the modeling of our image here, we have omitdils regarding image
pixelation and extraneous noise sources (e.g., sampléwnrescence, detector readout). In
the derivation of appendix section A.1, these importanaitieivhich pertain to a practical
image are taken into account.

3.2. The SEP-SNG, the SM-MUM, and the SEP-MUM modalities

The SEP-SNG, the SIM-MUM, and the SEP-MUM modalities eaddpces multiple images
as shown in Figs. 1(b), 1(c), and 1(d). To obtain the 3D ra&miumeasure for any of these
modalities, a single Fisher information matrix needs todrived that combines the information
carried by each of its images about the unknown parameteorv@c Then, by applying the
definition given in Section 3.1, the resolution measureofed easily as the square root of the
first main diagonal element of the inverse matrix.

To derive the Fisher information matrix for any of these niitigs, we make use of the as-
sumption that temporally separated images, and also infegesdifferent focal planes, are
formed independently of one another. By virtue of this inelegence, the Fisher information
matrix for a modality can be obtained by simply adding then&isinformation matrices cor-
responding to the images it produces. For a given moddligykey to our derivation therefore
lies in the determination of the matrix for each of its imagEsese matrices will be different
from that for the SIM-SNG modality because the images to Wwitiey correspond contain one
point source instead of two, and/or are acquired from arwdiffefocal plane. These image dif-
ferences will necessitate a respecification of the spatigpbral random process that describes
the image formed from the photons detected from the pointcesu This respecification can
be achieved by simple redefinitions of the intensity funtitg (7) and the probability density
functions{ fg 1 } 1>, Of, respectively, the temporal and spatial portions of tvelom process.

More specifically, for an image produced by the SEP-SNG oStae-MUM modality where



only a single point source is detected, the intensity fumctio (1) will simply be the photon
detection rate of only point sourd® or P,, and not a sum of their detection rates. Likewise,
each spatial density functiofy ; will entail only the point spread function ¢ or P,, and
not a sum of their point spread functions. For images acdunan different focal planes by
the SIM-MUM or the SEP-MUM modality, the spatial density @tions { fg ; }:>t, need to
be defined such that the axial position (i.e., defocus) ofthiat source pair is specified with
respect to the focal plane from which the image was acquiredddition, since the different
focal planes are associated with different lateral magatifics, the density functions need to
be defined using the appropriate magnification value.

Using these redefined intensity and density functions, tblegf information matrices corre-
sponding to the images produced by a modality can be caézlkatd subsequently added to
yield a single matrix. Given this sum matiix6), the 3D resolution measure for the modality
follows easily as the quantity/[I=1(0)]11.

Detailed derivations of the 3D resolution measures for th®-SNG, the SIM-MUM, and
the SEP-MUM modalities are given in appendix sections A.3, And A.4, respectively.

4. Comparison of modalities using the 3D resolution measure

In this section, we use the 3D resolution measures deriv&eation 3 to compare the limits
of the distance estimation accuracy for the four imaging atids. To understand how the
different modalities perform in the challenging scenadbsmall distances of separation, near-
focus depth discrimination, and near-parallel orientatigth respect to the-axis, we look at
how their resolution measures depend on the paramétess and w (Fig. 2), respectively.
More specifically, we plot the resolution measures as fonstiof two of the three parameters
at a time, and we do so for all three possible pairings of tharpaters.

To generate the plots for comparison, we assume the imagiagair of like point sources
P, and P, that emit photons of wavelength = 655 nm. The image of each point source is
assumed to be described by the classical 3D point spreatidarad Born and Wolf [17]. That
is, the point spread functions Bf andP, are each of the form

1 Mg
/ J (zTa\/x2+yzp> el P pdp
0

wherez, is the axial position of the point source in the object spagés the numerical aperture
of the objective lens, andlis the refractive index of the object space medium. For ourjar-
isons, the objective lens is assumed to have a numericdabapeifn, = 1.4 and a magnification
of M = 100. The refractive index of the object space medium is asdutmben = 1.515.

Each point source is further assumed to have a constantiptetection rate of 5000 photons
per second, and the same acquisition time interval of 1 skisomssumed for any given image
regardless of the modality. In this way, an expected totdlff00 photons are detected from
the two point sources in each modality, regardless of whetiey are distributed across one,
two, or four images (Fig. 1).

For details on settings and parameters not mentioned hegleding those related to the
two-plane MUM configuration of the SIM-MUM and the SEP-MUM dudities, see Fig. 3.

Armg
qu (X7 y) = /\ 2a

2
, (XY)ER? R, (1)

4.1. Small distances of separation

The smaller the distance of separation between two pointesuthe greater the amount of
overlap between their point spread functions in the acduireage. As a result, distance esti-
mation can be expected to become increasingly difficult \@éhreasing distance. Since nei-
ther the SIM-SNG modality nor the SIM-MUM modality sepasatbe detection of the point
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Fig. 3. Dependence of the 3D resolution measure (i.e., the best |gostsibdard deviation
for distance estimation) for (a) the SIM-SNG, (b) the SEP-SNG, (c) tMedUM, and

(d) the SEP-MUM modality on the distance of separatiband the axial positiors, of

the imaged point source pair. In (a), (b), (c), and (d), the imagedf @oint source in the
pair is assumed to be described by the 3D point spread function of Borinalf. Each
point source emits photons of wavelengtk- 655 nm, which are detected at a rate\qf=

N2 =5000 photons per second. The image acquisition time is set to 1 secanthger The
refractive index of the object space medium is set$61.515, and the numerical aperture
and the magnification of the objective lens are selte- 1.4 andM = 100, respectively. A
single image consists of a 21x21 array of 18 by 13 um pixels, and the position of the
point source pair in they-plane is set tex = s, = 1365 nm, such that its image is centered
on the pixel array given the 100-fold magnification. The point sougieip oriented such
that it forms a 45 angle with the positive-axis (w = 45°) and projects at a 6(angle from

the positivex-axis in thexy-plane (p = 60°). In (c) and (d), the spacing between the two
focal planes is set thz; = 500 nm. The first focal plane corresponds to the focal plane of
the modalities in (a) and (b), and is locatedsat= 0 nm with an associated magnification
of 100. The second focal plane is located above the firgt-2t500 nm, and its associated
magpnification is set td/1’ = 97.98 (computed using Eq. (12) by assuming a standard tube
length ofL = 160 mm). The collected photons are assumed to be split 50:50 between the
two focal planes. In (a) and (b), the mean of the background noisemieage is assumed
to be a constant and is setfigk) = 80 photons per pixel. In (c) and (d), however, it is set
to B(k) = 40 photons per pixel due to the equal splitting of the collected fluorescbnce
(@), (b), (c), and (d), the mean and the standard deviation of theueadise in each image
are respectively set g, = 0 e~ andoy = 8 e~ per pixel.



sources, they can be expected to perform particularly painvery small distances of separa-
tion. This is seen in Figs. 3(a) and 3(c), where the 3D reswiuheasures for the SIM-SNG and
the SIM-MUM modalities are respectively shown as functioha point source pair’s distance
of separatiord and axial positiors,. For a given axial position, a deterioration of the limit of
the distance estimation accuracy (i.e., an increase ines@ution measure) is observed for
both modalities as the distance of separation is decreased00 nm to 0 nm. This deteriora-
tion is nonlinear, progressing relatively slowly at largatues ofd, but becoming significantly
sharper when the value dfis in the low tens of nanometers. (Note thatlat 0 nm, the reso-
lution measure is infinity due to the Fisher information rixabecoming singular. This special
scenario corresponds to the degenerate case where thesiofate point sources completely
coincide. Also, note that for songvalues close to 0 nm in Fig. 3(a) where the resolution mea-
sure is very large, the described pattern of deteriorata@schot hold. Specifically, the pattern
is interrupted by a sharp deterioration of the resolutiomsnee over values af that put one
of the point sources near the focal planesat 0 nm. This problem of especially poor depth
discrimination near focus is discussed in Section 4.2.)

In contrast, the deteriorative effect of small distancesegfaration is effectively neutralized
in the SEP-SNG and the SEP-MUM modalities. By separatinglétection of the two point
sources, these two modalities completely remove the qverdaheir point spread functions.
Therefore, good limits of the distance estimation accureay be expected even when the
two point sources are very close to each other. This is coredbd by Figs. 3(b) and 3(d),
where the resolution measures corresponding to the SEP&Ge SEP-MUM modalities
are respectively plotted as functionstbéinds;. For a given value of;, the resolution measures
for both modalities stay relatively small and constant rdlgess of the distance of separation.
(Note the exception ad = 0 nm, where the resolution measure is infinity. In additidig t
exception to the rule is again present for some near-feguglues in Fig. 3(b) where the
resolution measure is very large.)

To give an example of how the four modalities compare in teofmgrecise numbers, Fig.
4(a) shows in one plot the 2D slise= 367.2 nm from each of the four 3D plots of Fig. 3. At
this axial position, a distance df= 200 nm can be estimated with best possible accuracies of
+22.95 nm andt+1851 nm when the SIM-SNG and the SIM-MUM modalities, respetyiv
are used. These numbers correspond to approximated)o of the 200 nm distance. When the
SEP-SNG and the SEP-MUM modalities are used, however, thteplossible accuracies that
can be expected are9.92 nm and+12.70 nm, respectively, or approximately jus5% of the
200 nm distance. Though a nontrivial, factor of two improeain the limit of the accuracy
can already be seenét= 200 nm when the SEP-SNG and the SEP-MUM modalities are used,
the advantage of using separate detection is even mordisigmiat smaller distances.

At d = 100 nm, for example, best possible accuracies4$.34 nm andt33.26 nm can be
expected from the SIM-SNG and the SIM-MUM modalities, resjpely. These numbers are
no better thant30% of the 100 nm distance. When the SEP-SNG and the SEP-MUMImod
ities are used, however, the resolution measures-@r68 nm and+12.60 nm, respectively,
corresponding to just approximatetyl0% of the 100 nm distance. If the distance is halved
again tod = 50 nm, then the limits of the accuracy for the SIM-SNG and thd-BIUM
modalities deteriorate further t688.48 nm and+-64.60 nm, respectively. These numbers are
greater than the 50 nm distance, and are clearly unacceptaldharp contrast, by using the
SEP-SNG and the SEP-MUM modalities instead, resolutiorsomes 0f-9.47 nm andt-12.54
nm, respectively, can still be expected. These limits obitmiracy correspond to a perhaps still
acceptablet20% and+25% of the 50 nm distance, respectively.

We note that the numbers given here pertain to the scenagecevan expected photon count
of 5000 is detected from each of the two point sources. FoBthe SNG modality, we showed
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Fig. 4. Dependence of the 3D resolution measures for the SIM-S)N@&e SEP-SNGd),

the SIM-MUM (x), and the SEP-MUM«) modalities on (a) the distance of separation
d of, and (b) the expected photon count detected from, the imaged mrirgespair. In

(a), the curves shown correspond to the 2D sice 367.2 nm from each of the four 3D
plots of Fig. 3. In (b), the resolution measures shown pertain to the pmints pair with a
distance of separation df= 50 nm from (a). The expected photon count per point source
is varied from 1000 to 100000 photons. In both (a) and (b), all experial, noise, and
other point source pair parameters are as given in Fig. 3.

in [21] that the resolution measure can be improved by degchore photons from the point
source pair and hence increasing the amount of data thdtésteal. To demonstrate this photon
count dependence for all modalities considered here, Fm.ghows, for each modality, the
resolution measure corresponding to the point source p#irsgparation distanad= 50 nm
from Fig. 4(a) as a function of the expected number of detig®mtons. For each modality, the
improvement (i.e., decrease) in the resolution measureaaghly be described by an inverse
square root dependence on the increase in photon count. Byling the expected photon
count to 10000 per point source, for example, the best plesadzuracies with which the 50
nm distance can be estimated are improved-5d.37 nm and+41.01 nm for the SIM-SNG
and the SIM-MUM modalities, respectively, aatb.96 nm and+-7.72 nm for the SEP-SNG
and the SEP-MUM modalities, respectively. A further tedfoicrease to 100000 photons per
point source would improve the resolution measures to lems+24% of the 50 nm distance
for the SIM-SNG (-11.68 nm) and the SIM-MUM £10.73 nm) modalities, and to less than
+4% for the SEP-SNGH1.51 nm) and the SEP-MUM1{1.81 nm) modalities.

In closing this subsection, we point out that the same géwdservations concerning the
effect of small distances of separation can be made withltie of Fig. 5, where the resolution
measures corresponding to the four modalities are showmnatidns ofd and the orientation
anglew. On the one hand, for a given value®f the nonlinear deterioration of the resolution
measure with decreasing distance of separation is obstmwdae SIM-SNG (Fig. 5(a)) and the
SIM-MUM (Fig. 5(c)) modalities. On the other hand, for a givengle, the resolution measure
remains low and essentially constant over all distancesef@xi = 0 nm) for the SEP-SNG
(Fig. 5(b)) and the SEP-MUM (Fig. 5(d)) modalities. (Notattthere is an exception at= 0°,
where the resolution measure is infinity for all modalitiegardless of the distanck This is
due to the Fisher information matrix being singular when paimt source is situated exactly
in front of the other.)
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Fig. 5. Dependence of the 3D resolution measure for (a) the SIM-$Ghe SEP-SNG,
(c) the SIM-MUM, and (d) the SEP-MUM maodality on the distance of sefpamal and

the orientation anglev of the imaged point source pair. In (a), (b), (c), and (d), the point
source pair is axially centeredst= 400 nm. Except fod andw which are varied in these
plots, all experimental, noise, and other point source pair parameeas given in Fig. 3.

4.2. Near-focus depth discrimination

Due to the poor depth discrimination capability of the ogttimicroscope, the accuracy with
which the z position of a point source can be determined is especialy pden it is lo-
cated near the focal plane [24]. Since the distance esbmairoblem can be formulated
equivalently as the simultaneous estimation of the looati®o, Yo1,201) and (Xo2,Yo2, Z02)
(see Fig. 2) of the two point sources, it follows that esdgcigoor accuracy for determin-
ing the distance of separation can also be expected whegr @ththe point sources is near-
focus. In more technical terms, the unknown parameter vétian alternatively be defined
as(Xo1, Yo1, 201, %02, Yoz, Zo2), and estimates of the distance of separati@an be obtained indi-
rectly by simply computing the Euclidean distance usingg$t@mated coordinates. Therefore,
a poor accuracy in the estimation »f; or zy, can be expected to translate to a poor accuracy
in the determination od.

The severe deterioration of the limit of the distance ediimnaaccuracy when a near-focus
point source is involved has previously been reported if fi@lthe SIM-SNG modality. Here,
this phenomenon can be seen in Fig. 3(a), for any distancepafrationd, as the two sharp
increases of the resolution measure near the focal gare0 nm. (Note that the presence
of two sharp increases can be seen more clearly in the 2D pkigo6(b). Additionally, we
note the exception at = 0 nm where the resolution measure is infinity regardlessefttial
position.) The sharp deterioration below the focal planeesponds to point sourég coming
very close to being in focus (i.e., value nfi approaching 0 nm), and the sharp deterioration
above the focal plane corresponds to point soBceoming very close to being in focus (i.e.,
value ofzy, approaching 0 nm).

Similar sharp deteriorations of the resolution measureibtie focal plane can be seen for
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Fig. 6. (a) Correlation of the 3D resolution measure (i.e., limit of the déstastimation
accuracy) £) for a point source pair with the limit of thelocalization accuracy of each of
the point sourceB; (o) andP. (o) in the pair. The resolution measure curve corresponds to
the 2D sliced = 200 nm from Fig. 3(b) (i.e., the SEP-SNG modality). (b) Dependeffice o
the 3D resolution measures for the SIM-SNG, the SEP-SNGd), the SIM-MUM (x),

and the SEP-MUM<«) modalities on the axial positiog of the imaged point source pair.
The curves shown correspond to the 2D stice 200 nm from each of the four 3D plots of
Fig. 3. The dashed vertical line gt= 0 nm marks the focal plane of the SIM-SNG and the
SEP-SNG modalities, and focal plane 1 of the SIM-MUM and the SEP-MUbdatities.
The dashed vertical line & = 500 nm marks focal plane 2 of the SIM-MUM and the
SEP-MUM modalities. In both (a) and (b), all experimental, noise, anergibint source
pair parameters are as given in Fig. 3.

the SEP-SNG modality in Fig. 3(b). This is due to the fact tluhile this modality removes
the overlap of the point spread functions of the two pointees, it does not solve the problem
of having to localize an individual near-focus point sourte demonstrate that poor (good)
z-localization accuracy translates to poor (good) distastanation accuracy, we plot in Fig.
6(a) the 2D sliced = 200 nm from Fig. 3(b), together with the corresponding lgrof the
localization accuracy of the axial coordinai®gg andzy, of the two point sources at each axial
(sz) position of the point source pair. This limit of tlzdocalization accuracy is based on the
same theoretical framework [30] as the resolution measune jts derivation can be found in
[14]. As it is a lower bound on the standard deviation of #Hecation estimates of a point
source, high (low) values indicate poor (good) accuract, §s is the case with the resolution
measure.

Fig. 6(a) shows that the behavior of the resolution measurthe SEP-SNG modality cor-
relates with the behaviors of the limits of tkdocalization accuracy of the two point sources.
Above a defocus of roughlis;] = 500 nm, both the resolution measure and the limits of the
z-localization accuracy exhibit a deteriorating trend as pbint source pair is positioned far-
ther away, in either direction, from the focal planesat 0 nm. Below a defocus of roughly
|s;| = 500 nm, the resolution measure exhibits, as explained altbgetwo sharp increases
about the focal plane. The sharp deterioration below thalfplane, which corresponds B
coming close to being in focus, coincides accordingly with sharp deterioration of the
localization accuracy oP;, whereinzg; approaches 0 nm. Similarly, the sharp deterioration
above the focal plane correspond$?acoming close to being in focus, and coincides with the
sharp deterioration of thelocalization accuracy df, whereinzy, approaches 0 nm.



Unlike the SIM-SNG and the SEP-SNG modalities, the SIM-MUMdality is able to over-
come the near-focus depth discrimination problem. Forroslality, Fig. 3(c) shows that the
two sharp deteriorations about the focal plang at 0 nm are absent. Instead, for a given value
of d (exceptd = 0 nm), the resolution measure remains flat in the near-fagism, indicating
that good distance estimation accuracy can be expectedtfrerS8IM-MUM modality even
when one of the point sources is near-focus. This is due tdettiethat while a point source
may be near-focus from the perspective of the focal plarsg &at0 nm, it is a good distance
away from the second focal planesat= 500 nm. The image acquired from the second focal
plane therefore contains enough information to comperfeatihe lack thereof in the image
acquired from the first focal plane. Thus, by using both insagehe estimation of the distance
of separation, the combined information is sufficient tdd/ee good accuracy.

The SEP-MUM modality incorporates the two-plane MUM confagion, and can therefore
also be expected to overcome the near-focus depth disetimmproblem. Fig. 3(d) shows this
to be the case, with the resolution measure staying flat inehae-focus region for a given value
of d not equal to O nm. Importantly, the SEP-MUM modality is théyomodality out of the
four that is able to overcome both the small distance of sjoer problem and the near-focus
depth discrimination problem. By combining the principtdsseparate detection and MUM,
Fig. 3(d) shows that it is able to achieve a comparatively éowl flat resolution measure over
all distances of separation 200 nm and below (exdepO nm), and over the four-micron axial
range centered at the focal plane.

We note that for all four modalities, the plots of Fig. 3 shdvattthe resolution measure
generally increases as a non-near-focus point sourcespamved away from the focal plane(s)
in either direction along the-axis. This outward deterioration can be explained intalti by
the fact that the farther away two closely spaced point ssuaze from focus, the more they
will appear to be a single point source in the acquired imagd,hence the more difficult the
distance estimation.

For a comparison of the four modalities with precise numpgig. 6(b) plots in one set of
axes the 2D slicel = 200 nm from each of the four 3D plots of Fig. 3. To give an exampl
of the important advantage gained with MUM when a point seusmear-focus, consider the
point source pair centered gt= 64.60 nm, which corresponds 3, = —6.11 nm and hence
places point sourcE near the focal plane. With the SIM-SNG and the SEP-SNG mibeks|i
extremely poor resolution measuresit$25.60 nm and+277.07 nm (out of the plot’'s range),
respectively, can be expected in estimating the 200 nmrdistaf separation. In significant
contrast, resolution measures of no worse tthd®% of the 200 nm distance can be expected
from the SIM-MUM (+-19.23 nm) and the SEP-MUM12.74 nm) modalities.

Note that the same general effects of near-focus depthiis@ation can be observed from
the plots of Fig. 7, where the resolution measures for theatittes are shown as functions
of s, and the orientation angl®. For a given value ofv, all four modalities lose accuracy as
a non-near-focus point source pair is moved away from thal fplane(s). In the near-focus
region, however, the SIM-SNG (Fig. 7(a)) and the SEP-SN@. (Aib)) modalities exhibit the
pair of sharp deteriorations about the focal plane, whetlea$SIM-MUM (Fig. 7(c)) and the
SEP-MUM (Fig. 7(d)) modalities do not. (Note that whan= 90° such that the two point
sources have the sam@osition (i.e.,zo1 = Zp2), only a single point deterioration is observed
exactly at the focal plang = 0 nmin Figs. 7(a) and 7(b). In this special scenario, thelutisn
measure actually remains small for axial positions immtetijaabouts, = 0 nm. Also, as noted
in Section 4.1, the resolution measure is infinity wies: 0°. This is the case for all modalities
for anys;.)
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are separated by a distancedof 200 nm. Except fos, and w which are varied in these
plots, all experimental, noise, and other point source pair parameéeas given in Fig. 3.

4.3. Near-parallel orientations with respect to the z-axis

In addition to its distance of separation and axial posjtiba orientation of a point source pair
with respect to the-axis (i.e., the anglev; see Fig. 2) is an important determinant of the limit
of the distance estimation accuracy [21]. Given a point s®yair, the task of estimating its
distance of separation can be expected to be relatively when the two point sources are
positioned side by side{= 90°; perpendicular to the-axis). This is because this side-by-side
orientation can be expected to produce the least overlapeket the point spread functions
of the two point sources in the acquired image. However, @spthint source pair is rotated
towards parallel alignment with theaxis (w = 0°), such that one point source starts to go in
front of, and hence obscure the other, the distance estimptoblem becomes tougher as more
point spread function overlap can be expected.

This effect of orientation is demonstrated by Figs. 5(a) 8@, which correspond respec-
tively to the SIM-SNG and the SIM-MUM modalities. For a givdistance of separatiod
(exceptd = 0 nm) in these plots, it can be seen that the 3D resolution une#screases as the
point source pair is rotated from the side-by-side oriéntedf co = 90° towards the front-and-
back orientation otv = 0°. This deterioration of the resolution measure progressiasvely
slowly when going fromw = 90° to roughlyw = 45°, but continues at a significantly faster rate
asw decreases further before leveling off when approachin@Owhich point the resolution
measure is infinity as mentioned previously).

Just as the loss of accuracy due to small distances of sepacan be avoided by separating
the detection of the two closely spaced point sources, tterideative effect of near-parallel
orientations (i.e., smatb) can be significantly lessened by the same principle. Thidesseen
in Figs. 5(b) and 5(d), where for a given valuedofexceptd = 0 nm), the resolution measures
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Fig. 8. Dependence of the 3D resolution measures for the SIM-SN@&e SEP-SNGd),

the SIM-MUM (x), and the SEP-MUM<«) modalities on the orientation angte of the
imaged point source pair. The curves shown correspond to the 2Ddskc200 nm from
each of the four 3D plots of Fig. 5. All experimental, noise, and othertmnrce pair
parameters are as described in Fig. 5.

for the SEP-SNG and the SEP-MUM modalities, respectivegy ow and almost flat over
the entire range of values fap (except atw = 0° where they are infinity). The advantage
conferred by these two modalities here can again be atbdkiatthe removal of the overlap of
the point spread functions of the two point sources, whidhigicase is caused by small values
of w. It is important to note at this point that, by also being ablevercome the deteriorative
effect associated with near-parallel orientations, th-88JM modality is the only modality
considered here that is capable of addressing all threkeolgals associated with distance, depth
discrimination, and orientation.

To compare the four modalities with precise numbers, Figh@s in one set of axes the
2D sliced = 200 nm from each of the four 3D plots of Fig. 5. At valueswofarger than ap-
proximately 458, resolution measures of around, or better thia®Q nm (i.e.,.+10% of the 200
nm distance) can be expected for all four modalitieswAt 75°, for example, the resolution
measures for the SIM-SNG, the SEP-SNG, the SIM-MUM, and tBE-MIUM modalities are
+8.10 nm,+5.82 nm,+6.62 nm, and+5.96 nm, respectively. At values @b smaller than
approximately 4%, however, substantial differences can be observed bettheemodalities.
Whereas the SIM-SNG and the SIM-MUM modalities both lose aifitant amount of ac-
curacy, the SEP-SNG and the SEP-MUM modalities experienyeaosmall deterioration. At
w = 7.5°, for example, poor limits of the accuracy #06.23 nm andt51.42 nm can be ex-
pected, respectively, from the SIM-SNG and the SIM-MUM midgies. These numbers corre-
spond, respectively, to aboti50% and+25% of the 200 nm distance. In contrast, for the same
small angle, much better resolution measures®2.77 nm and+17.37 nm can be expected,
respectively, from the SEP-SNG and the SEP-MUM modalitrefact, across the entire range
of values forw (exceptw = 0°), these two modalities are able to maintain accuraciesttéibe
than+10% of the 200 nm distance.

Note that the same general effect that the orientation halseoresolution measure for each
modality can be seen in the plots of Fig. 7. For a given valug,dhe nonlinear deterioration of
the resolution measure is observed for the SIM-SNG (Fig) &fad the SIM-MUM (Fig. 7(c))
modalities as the value @b is decreased from 900 (°. For the SEP-SNG (Fig. 7(b)) and the
SEP-MUM (Fig. 7(d)) modalities, the resolution measureagrs, for a givers,, relatively low
and flat throughout the entire range of angles (except0°). (Note that due to the near-focus
depth discrimination problem (Section 4.2), the patterescdbed are not observed in Figs.



7(a) and 7(b) for soms, values in the region occupied by the pair of sharp deteimratabout
the focal plane. In these cases, the patterns are intedrbgta sharp deterioration over values
of w which put one of the point sources near the focal plane.)

5. Maximum likelihood estimation with simulated images

As defined in Section 3, the 3D resolution measure represieatsmallest possible standard
deviation that can be expected of the distance estimatekiped by an unbiased estimator.
In practice, it is useful to know that estimators exist whigk capable of attaining this limit
of the distance estimation accuracy. In [21], we presergsdlts of estimations, performed on
simulated images of point source pairs, which demonsthe&tentaximum likelihood estimator
to be capable of achieving the resolution measure correlspgrio the SIM-SNG imaging
modality. Here, we extend those results with that from estiioms which were carried out on
images simulated for the SEP-SNG, the SIM-MUM, and the SERWmModalities. These
results show that the maximum likelihood estimator is akgpable of attaining the resolution
measures corresponding to these modalities. At the saneeg tivay provide a verification of
the correctness of the theory presented in Section 3 anggendix.

5.1. Methods

Since the pixels comprising an image can be assumed to bpendent measurements of
photon count, the log-likelihood function that is maxindze our estimations is simply the sum
of the log-likelihood functions for the individual pixelBor an image oNj,, pixels produced by
the SIM-SNG modality, the log-likelihood function is theiven by

Np
IN(Z (021, .2,) = 3 IN(Pox(@): @)
K=1

wherepg k(z), k= 1,...,Np, is the probability thaiz, photons are detected at th® pixel,
and is given by Eq. (7). The parameter vecfothat is estimated is as given in Section 3.1,
consisting of the six parameters (including the distancgepfratiord) that together describe
the 3D geometry of a point source pair (Fig. 2).

For an image of, pixels produced by the SEP-SNG, the SIM-MUM, or the SEP-MUM
modality, the log-likelihood function is also as given by.E®), but with one important caveat.
Depending on whether the image is of point soupg@r P> or both, and of focal plane 1 or
2, pok(z) of Eq. (7) is evaluated using the appropriate redefinitidnhe intensity function
Ng and the spatial density functiofi$g ; } >, detailed in appendix sections A.2, A.3, and A.4.
In addition, since these modalities entail the use of eithver or four independently-formed
images (Figs. 1(b), 1(c), 1(d)) to arrive at a single estaradtthe distancel, the overall log-
likelihood function to be maximized is just the sum of the-ldglihood functions for the
individual images.

Maximum likelihood estimations were performed on nine etiéint data sets of simulated
images of point source pairs. Depending on the imaging nitgdal which it corresponds, a
data set consists of 500 images, 500 pairs of images, or 538®b&ur images (Fig. 1). In
this way, 500 distance estimates are obtained for each eftagardless of the modality. Each
image is a 15x15 pixel array of 13m by 13 um pixels. In addition to the imaging modality,
the various data sets differ in terms of the point sourcepdistance of separatiod, axial
positions,, and orientation angle.

Each individual image in a data set corresponding to the SNG modality is simulated
according to the description of a practically acquired imagappendix section A.1. That is,
the total photon count at each pixel is simulated as the sutheophoton counts due to the



point source pair, the background noise, and the detectasunement noise. More precisely,
the photon count due to the point source pair is a realizatfan Poisson-distributed random
variable with mean given by Eq. (5). This mean is evaluated¢suming an expected photon
count of 5000 photons per point source, and that the imageaf point source is described
by the 3D point spread function of Born and Wolf (Eqg. (1)). Tipleoton count due to the

background noise is a realization of a Poisson-distribuggalom variable with a mean of

80 photons. The photon count due to the measurement noisee@ization of a Gaussian-

distributed random variable with a mean o#0and a standard deviation ofe8.

An individual image in a data set corresponding to the SEB3Ne SIM-MUM, or the SEP-
MUM modality is simulated similarly as described for an ireagf the SIM-SNG modality. As
with the computation of the log-likelihood function, hovegythe mean given by Eq. (5) is
evaluated using the appropriate redefinitions of the fonsti\g and { fg ; }:>t, presented in
appendix sections A.2, A.3, and A.4, depending on whetheemtage is of point sourde, or
P or both, and of focal plane 1 or 2. Also, since a 50:50 sptittifithe collected fluorescence
between the two focal planes is assumed for the SIM-MUM ardSEP-MUM modalities,
the expected photon count per point source is halved to 26@Dthe mean of the background
noise at each pixel is halved to 40 photons for these moesliti

The software used to simulate the data sets, perform thea#tins, and compute the reso-
lution measures is implemented using the technical progriag language of MATLAB (The
MathWorks, Inc., Natick, MA) and its optimization toolbox.comprises the core functionali-
ties of the software packages EstimationTool [32] and FaidPTool [33].

5.2. Results

Table 1 shows the estimation results for the nine simulatgd dets. In every case, the true
distance of separation is very closely recovered by the mé#me distance estimates. More-
over, the standard deviation of the distance estimatescbf @ata set is in close agreement with
the 3D resolution measure corresponding to the data seseTiesults therefore demonstrate
the ability of the maximum likelihood estimator to attairetimit of the distance estimation
accuracy predicted for each modality.

Data sets 1 through 4 simulate the imaging, using each ofdherhodalities, of a point
source pair with a relatively large distance of separatibd & 200 nm, an axial position of
s, = 400 nm that places both point sources well away from the fptade @71 = 450 nm,
Zp2 = 350 nm), and an orientation of = 60° that is far from parallel alignment with theaxis.
Given this relatively easy scenario, resolution measufe® avorse thant-7% of the 200 nm
distance are predicted and attained for the SIM-SM®G371 nm) and the SIM-MUM£12.09
nm) modalities. Even better accuracy limits of no worse tt&#bo of 200 nm are predicted and
attained for the SEP-SNG-7.82 nm) and the SEP-MUM19.59 nm) modalities.

Data sets 5 and 6 simulate the imaging of a point source pdlir asemaller distance of
separation ofl = 100 nm and an orientation of = 30° that is closer to parallel alignment with
thez-axis. These two data sets demonstrate that, given the rhalleicging separation distance
and orientation, good accuracy limits &f11.12 nm and+15.47 nm are still predicted and
attained, respectively, for the SEP-SNG and the SEP-MUMatitdes. (Poor accuracy limits
of +73.22 nm andt56.78 nm are predicted for the SIM-SNG and the SIM-MUM modaditie
respectively.) Data sets 7 and 8 entail a point source pdir thhe same distance of separation
and orientation as that of data sets 1 through 4, but with &d pgsition ofs, = 75 nm that
places point sourcE only 25 nm away from the focal plane. Given this point soutc s
close to the focal plane, these data sets show that excaeltentacy limits of£12.29 nm and
+9.58 nm are still predicted and attained, respectively, fer$tM-MUM and the SEP-MUM
modalities. (Poor accuracy limits af85.27 nm and+49.23 nm are predicted for the SIM-



Table 1. Results of maximum likelihood estimations

Axial Orientation  Distance of Mean Standard
Data position angle separation af Resolution  deviation of
set Imaging S w d estimates measure d estimates
no. modality (nm) (degrees) (nm) (nm) (nm) (nm)
1 SIM-SNG 400 60 200 201.09 13.71 13.93
2 SEP-SNG 400 60 200 200.60 7.82 7.91
3 SIM-MUM 400 60 200 201.43 12.09 12.10
4 SEP-MUM 400 60 200 200.81 9.59 9.53
5 SEP-SNG 400 30 100 99.95 11.12 11.29
6 SEP-MUM 400 30 100 100.38 15.47 15.49
7 SIM-MUM 75 60 200 200.65 12.29 12.03
8 SEP-MUM 75 60 200 200.63 9.58 9.66
9 SEP-MUM 75 30 100 100.44 15.54 15.85

Results of maximum likelihood estimations on nine sets of simulated imagesnifsaparce pairs in 3D
space. The image of each point source is simulated according to theB@iVolf 3D point spread func-
tion, and the expected photon count detected per point source is 5@008a¢h data set, the mean and
the standard deviation of 500 estimates of the distance of separationoawe glith the corresponding
resolution measure as well as the axial positigrithe orientation angley, and the distance of separation
d which are different between the data sets. The data sets also differ is ¢€rtme imaging modality.
A data set corresponding to the SIM-SNG modality contains 500 simulategesn@ data set corre-
sponding to the SEP-SNG or the SIM-MUM modality contains 500 pairs oflsitedi images. A data set
corresponding to the SEP-MUM modality contains 500 sets of four imgges. Fig. 1.) In all data sets,
a single image is a 15x15 array of 18n by 13um pixels. With an assumed magnificationMf= 100,
the position of the point source pair in thg-plane is set taéx = s, = 975 nm so that its image is centered
on the pixel array. All other experimental, noise, and point sourcepaaameters are as given in Fig. 3.

SNG and the SEP-SNG modalities, respectively.) Lastly dat 9 demonstrates that, given the
combination ofd = 100 nm,w = 3(°, ands, = 75 nm, a good accuracy limit af15.54 nm is
still predicted and attained for the SEP-MUM modality. (Paocuracy limits ot:48843 nm,
+66.84 nm, andt57.33 nm are predicted for the SIM-SNG, the SEP-SNG, and the IFIM
modalities, respectively.)

It is well known that under relatively weak conditions theximaum likelihood estimator
of a parameter vecto is asymptotically Gaussian distributed with asymptoticamé and
covariancel ~1(8) (e.g., [34]), where the latter is the Cramer-Rao lower bo(faql (8)) on
which the resolution measure is based. This means that tunagsr is asymptotically unbiased
and asymptotically efficient. However, in the case of finagadsets such as those shown in Table
1, itis difficult to analytically determine the accuracy efrcomplex estimator and whether or
not it is biased. We have therefore relied on simulationistiohstead. Having examined many
data sets such as those shown in Table 1, we can draw the simmcthat if there is bias, then
it is a very small one provided that the resolution measusgnall compared to the estimated
distance. For example, for every data set in Table 1, the mi@ns from the true distance by
less than 1% of the true distance. These data sets entdiVeblasmall resolution measures
that are no worse that16% of the corresponding true distances. Importantly,gsh@wvs that
under the practically desirable condition where the reégmiumeasure predicts a good accuracy
limit, the maximum likelihood estimator is able to recovee true distance with very little bias
if it in fact exists. Moreover, under this condition, we camclude based on the consistency
with which it does so in our simulation studies, that the mraxin likelihood estimator is able



to attain the resolution measure.

6. Conclusions

Using a Cramer-Rao lower bound-based 3D resolution meaghich specifies the best pos-
sible accuracy (standard deviation) with which the distaseparating two point sources can
be estimated, we have compared the limits of the distangmasin accuracy that can be ex-
pected for images acquired using four different fluoreseenicroscopy imaging modalities.

These modalities represent imaging setups that have bakzeckin practice, and comprise all

possible combinations of simultaneous or separate fluaneptetection coupled with a single
focal plane or a multifocal plane imaging configuration.

Specifically, we have compared the resolution measurebédour modalities in the context
of the challenges posed by small distances of separatianfoeus depth discrimination, and
orientations near parallel to the microscopeaxis. We have shown that the conventional fluo-
rescence imaging setup generally performs poorly undsetbenditions. However, modalities
that implement the MUM technique are able to overcome the-foeas depth discrimination
problem, and modalities that employ the separate detecfidluorophores are able to deal
with point source pairs with small distances of separatiod/@ near-parallel orientations.
Moreover, though it does not always yield the best limit & tlistance estimation accuracy nu-
merically, the modality that combines the principles ofaregpe detection and multifocal plane
imaging is the only modality that is able to provide gengralbod accuracy limits when all
three problems are present.

The method of comparison using the resolution measure anekgults we report are useful
in practice as they can be used to produce important guakelim the design of an imaging
experiment where distance estimation needs to be perfooméde acquired images. For the
actual estimation of the distance of separation, we hawesllswn with simulated images that
the maximum likelihood estimator is capable of attaining lilmits of the accuracy predicted
by the resolution measures corresponding to all four mbesliThis estimator might therefore
make a good choice for the analysis of real image data.

In comparing the resolution measures for the different ritels, we have used a specific
point spread function and a specific set of parameters (eimerical aperture, detector pixel
size, magnification, plane spacing of the two-plane MUM apnfation, etc.). Therefore, the
precise values of the resolution measures that are showe jpldots and given in the text apply
specifically to the conditions we have assumed. In practieeresolution measure should be
computed with a point spread function (e.g., [35, 36, 37 parameters that pertain to the
specific imaging setup that is used. As can be seen from theraléy of the theory presented
in Section 3 and the appendix, the mathematical frameworktdoh the resolution measure is
based can easily support such necessary customization.

Importantly, the conclusions we have drawn from our conguas are generally true regard-
less of the specific point spread function and the specifisegbf the parameters. While a
different set of conditions would produce different nurnativalues for the resolution measure,
it would not change the general patterns seen in the variots @n which our conclusions are
based. To illustrate this point, we show in Fig. 9 the same Rilsfas in Figs. 4(a), 6(b), and
8, but for a numerical aperture of = 1.2, an immersion medium refractive indexrof= 1.33,
and a magnification d1 = 63. We see that while the plots of Fig. 9 do not show the same nu-
merical values as in Figs. 4(a), 6(b), and 8, they demomstha&t same general behavior of the
resolution measures as functions of a point source pastawice of separation, axial position,
and orientation.
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Fig. 9. Dependence of the 3D resolution measures for the SIM-SN@&e SEP-SNGd),

the SIM-MUM (x), and the SEP-MUM«) modalities on (a) the distance of separatihn
(b) the axial positiors;, and (c) the orientation angte of the imaged point source pair. The
plots in (a), (b), and (c) are analogous to the plots of Figs. 4(a), &(in) 8, respectively,
but with the object space medium refractive index changettdl.33, and the numerical
aperture and the magnification of the objective lens changed t01.2 andM = 63, re-
spectively. (In order that the image of the point source pair is still cedten the 21x21
array of 13um by 13 um pixels given the new magnification, the position of the point
source pair in they-plane has also been changedie- s, ~ 2167 nm. Also, the magni-
fication associated with focal plane 2 of the SIM-MUM and the SEP-MUM atitids is
accordingly changed tbl’ = 62.42.) All other experimental, noise, and point source pair
parameters are as described in the corresponding Figs. 4(a)abs,
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Appendix
A.1 The 3D resolution measure for the SSIM-SNG modality

Let us consider a single image of both point souesndP, (Fig. 1(a)) that is acquired during
the time intervallto,t], and from which the unknown parameter vecor= (d, ¢, w, s, s, s,)

is to be estimated (see Fig. 2). Assuming at first the absein@eyoextraneous noise sources
(e.g., sample autofluorescence, detector dark curreegtdereadout), such an image is formed
strictly from the photons detected from the point source |Ence photon emission (and hence
photon detection) is stochastic by nature, this image isetealdas a spatio-temporal random
process [30, 31]. The temporal aspect models the time painthich the photons are detected
as an inhomogeneous Poisson process with intensity functio

No(T) =N1(T)+N\2(T), T >to, 3)

where/\; and/\, are the photon detection ratesfandP,, respectively. The spatial aspect
models the image space coordinates of the detected phosoassaquence of independent
random variables with probability density functiofi§ ¢ }:>t,, Where eaclfq ; is given by

for(xy) = % {&(T)%Ll (% — Xo1, % _YOl) + &(T)0Ugzp,2 (% — Xo2, % —YOz)] . (4

where(x,y) € R?, & (1) = Ai(1)/(A1(T) + A2(1)), i = 1,2, T > to, M denotes the lateral mag-
nification of the microscop&Xo1,Yo1,201) and (Xoz, Yo2,Z02) denote, respectively, the 3D co-



ordinates of the positions ¢ andP, in the object space (see Fig. 2), ang, 1 and gy, »
denote, respectively, the point spread functionPpfand P.. Note that the position coor-
dinates ofP; and P, are functions of the unknown parameter vecfrand can be writ-
ten explicitly asxo1 = Sx+ dsinwcosg/2, yo1 = Sy + dsinwsing/2, zp = s, + dcosw/ 2,

X02 = S — dsSinwcosy/2, yo, = sy — dsinwsing,/2, andzy, = s, — dcosw/2. Also, the point
spread functiongyy, 1 andagy,, » are each specified in the form of an image function [30], which
gives the image, at unit lateral magnification, of a pointsethat is located &0, 0, z), zp € R,

in the object space.

The spatio-temporal random process we have describedy@agllels a non-pixelated im-
age of infinite size. For a finite-sized image consistindlgpixels, however, the collected data
is a sequence of independent random variab&s, ..., S, }, whereSg is the number of
photons detected at tHé" pixel. In [30], we showed that the photon couity is Poisson-
distributed with mean .

ok = [ . Mo(T)fox(xy)rayar ©)
o -
whereltp,t] is again the image acquisition time interv@l, is the region in the detector plane
that is occupied by the" pixel, and the functiond\g(1) and fg ;(x,y) are as defined above.

We have thus far given a description of an image that is forfrmd only the photons de-
tected from the point sources. An image produced by a pedaticcroscopy imaging experi-
ment, however, will also contain photons contributed byameous noise sources such as aut-
ofluorescence from the imaged sample and the detector repdmess. To account for these
signal-deteriorating photons, a practical |mage\|9fp|xels is modeled as a sequence of inde-
pendent random variablgs#y 1,...,.%, Np }+, where %y i is the total photon count at tHéh
pixel. At each pixek, the total photon counﬁe k Is modeled as the sum of the three mutually
independent random variabl€g, By, andW. The random variabl&  represents again the
number of photons from the point source pair which are detkat thek" pixel. It is depen-
dent on the unknown parameter vecthrand is Poisson-distributed with meap (k) given
by Eq. (5). The random variab®, represents the number of spurious photons akthpixel
which arise from extraneous noise sources such as sampifuanéscence and the detector
dark current. It is assumed to be Poisson-distributed wighm@ (k). The random variablé
represents the number of photons atkMepixel which are due to measurement noise sources
such as the detector readout process. It is assumed to bsi&@adsstributed with mean, and
standard deviatioay. Note that neitheBy nor\W is dependent o, which contains parameters
pertaining only to the point source pair.

Given our stochastic model of a practical image, the Fishif@rination matrixl (6) corre-
sponding to an image ™, pixels is then given by [30]

2
2
(gl teet 3 o 3 (55%) )
dz—-1

G\ 9 9 Po k(2)

where fork=1,...,Np, vg(k) = ug(k) + B(k), and

00 la—ve(k)  1/z1-n)?2
pe7k(2)_\/%To'k|% [Ve(k)]lle Tt zer )

Applying the Cramer-Rao inequality [20]

Cov(6) > 17%(8), 8)



where8 is any unbiased estimator 6f the 3D resolution measure is defined as the quantity
V[171(6)]11. It is therefore a lower bound on the standard deviation efastimates of any
unbiased estimator of the distance of separation

A.2 The 3D resolution measure for the SEP-SNG modality

The SEP-SNG modality produces two images that are separatade, one of point source
P only, and the other of point souré® only (Fig. 1(b)). We first consider an image of point
sourceP; that is acquired during the intervip,t;]. SinceP; is the only point source that is
detected, the intensity function of the Poisson procesisriplg given by the photon detection
rate ofPy, i.e.,Ag(T) = A1(7), to < T < t3. Likewise, the spatial density function will involve
only the point spread function &, and is given byfg(x,y) = ﬁ%bl (% —Xo1, 5 — Yo1)-
Note that the subscrift has been dropped froriy because unlike the density function of Eq.
(4), thefg here does not depend on time. Substituting these redefinetidas into Eq. (5), the
number of photon§g  detected at th&'" pixel of this image is then Poisson-distributed with
mean

& _i/”/ . R A
09 = gz | o M) G (g = —You) ey, (©)

wherepg (k) is superscripted witlil) to denote image d?;. Finally, by evaluating Eq. (6) with
u$Y , we obtain the Fisher information matii)(6) which corresponds to the image Ry

By applying the same reasoning to an image of point soBscacquired during the time
interval [tp, t3] that is disjoint fromtp, t;], we get the mean photon count

@) _i/‘?’/ . R A
B 09 = 35 [ [ A Gz (= o 1 —Yoz) ey, (10)

where the superscrigR) of ug(k) denotes image d®. Substituting it into Eq. (6), we obtain
the Fisher information matrik? (8) which corresponds to the image @

By the independence of the two spatio-temporal random ge&s the Fisher information
matrix for the SEP-SNG modality is just

1(8)=1D(8) +12(0), (11)
and by definition the 3D resolution measure is the quarity—1(0)]11.

A.3 The 3D resolution measure for the SM-MUM modality

The SIM-MUM modality produces two images, each of both psmirces, that are acquired
during the same time interval, but from different focal mar(Fig. 1(c)). Let us consider the
acquisition time intervalto, t]. Since each image acquired during this time is that of bothtpo
sourced? andP,, the intensity function of the temporal portion of its residee spatio-temporal
random process will remain the same as that for the SIM-SN@atitg. That is, it is still the
sum of the photon detection ratesfandP,, given by Eq. (3).

For each image, the density functiof ; }r>t, of the spatial portion of its respective ran-
dom process will look similar to that for the SIM-SNG modglidowever, due to the different
focal planes that are associated with the two images, twaitapt modifications need to be
made. First, for each image the axial position of the pointee pair needs to be specified with
respect to the focal plane from which the image was acquBedond, the lateral magnification
of the two images will be different because their respedtieal planes are located at different
distances from the objective lens.

For ease of reference, let us designate the two distincl fuaaes as focal plane 1 and
focal plane 2. Without loss of generality, let focal planeelthe plane that is positioned closer



to the objective lens, and let theecoordinates of point sourcdd and P, (i.e., zp; and Zpy)
be given with respect to focal plane 1. Furthermore,Metlenote the lateral magnification
associated with focal plane 1. Then, for the image corredipgrto focal plane 1, each density
function fg ; is exactly as given by Eq. (4). Accordingly, the Fisher infiation matrix| (1>(6)
corresponding to the image from focal plane 1 is readily give Eq. (6).

Let focal plane 2 be positioned at a plane spacindanfabove focal plane 1. Then, with
respect to focal plane 2, treoordinategy1 andzy, of the same point sources become— Az;
andzy, — Az, respectively. Moreover, the lateral magnificatMhthat is associated with focal
plane 2 can be determined using the geometrical opticsdlrataionship [38]

L_ L-M2.Az;
n-L+M2.Az¢

M =M
L 9

(12)
wheren is the refractive index of the object space medium, anrd the tube length of the
microscope. By substituting the modified axial positions amagnification into Eq. (4), we
obtain the density function§fg ¢ }r>¢, for the image corresponding to focal plane 2. That is,
each density functiorfig ; will be given by

for(xy) = ﬁ [el(T)%—Azf,l (% —Xo1, % *y01> +&2(T) Uz, 12, 2 (% —X02, % *YO2>] ,

13)
where the photon detection rate-dependent funct@mrend e, are as defined for Eq. (4). Fi-
nally, by using Eq. (13) in Eqg. (5) and substituting the resib Eg. (6), we obtain the Fisher
information matrixl ® (8) corresponding to the image from focal plane 2.

By the independence of the two images, the Fisher informatiatrix | (6) for the SIM-
MUM modality is then given by Eq. (11), and the 3D resolutiorasure is just the quantity

[171(8)]11.

A.4 The 3D resolution measure for the SEP-MUM modality

The SEP-MUM modality combines separate detection withweeglane MUM technique. It
therefore produces two pairs of images (Fig. 1(d)). One paich of point sourc; only, is
acquired simultaneously by two cameras during time intgtyd; ], but from two distinct focal
planes. The other pair, each of point souPgenly, is acquired simultaneously by the same two
cameras during time intervib, t3] that is disjoint fromto,t1], but from the same two distinct
focal planes. Each of the four images is hence charactebigedunique combination of time
and focal plane, and can be assumed to be formed independétite other three images.

By the independence of the four images, we can again add-&sgiective Fisher information
matrices. These four matrices can be obtained by applyagdme arguments used in appendix
sections A.2 and A.3. Using the same designation of the foleales as in appendix section
A.3, the matrices for the two images corresponding to fotahe 1 are readily obtained by
evaluating Eq. (6) with Egs. (9) and (10). Use of Eq. (9) (Ef)] gives the matrix for the
image ofP; (P,) acquired durindto, t1] ([t2,t3]).

The matrices for the two images corresponding to focal plaaee easily obtained by eval-
uating Eq. (6) with modified versions of Egs. (9) and (10). Séhkuinctions are given by

1 4 X
pg? (k) = e /to /C (1) G0 (5 — o1, —yor) ddydt  (14)

and
@y 1 t3 X y
1500 = Gz | L A0 G 2 (5 02 g —voo) byt 15)



whereM’ is again the lateral magnification of focal plane 2 given by @8), andAz; is again
the spacing between the two focal planes. Use of Eq. (14)((Ex)) gives the matrix for the
image ofP; (P,) acquired durindto, t1] ([t2,t3]).

The 3D resolution measure for the SEP-MUM modality is themdhantity/[1 =1(6)]11,
wherel (0) is the sum of the four Fisher information matrices corresiiagto the four images.



