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Abstract:  Multifocal plane microscopy (MUM) has made it possible to
study subcellular dynamics in 3D at high temporal and spatisolution
by simultaneously imaging distinct planes within the speg. MUM
allows high accuracy localization of a point source along zkaxis since
it overcomes the depth discrimination problem of converdlosingle
plane microscopy. An important question in MUM experimeistshow
the number of focal planes and their spacings should be nhosachieve
the best possible localization accuracy along the z-axéseHwe propose
approaches based on the Fisher information matrix andtrepacing sce-
narios called strong coupling and weak coupling which yaidippropriate
3D localization accuracy. We examine the effect of numéréagzerture,
magnification, photon count, emission wavelength and egtvas noise on
the spacing scenarios. In addition, we investigate theeffechanging the
number of focal planes on the 3D localization accuracy. \§e aitroduce
a new software package that provides a user-friendly fraomewo find
appropriate plane spacings for a MUM setup. These develofmshould
assist in optimizing MUM experiments.
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1. Introduction

The development of multifocal plane microscopy (MUM) in teeent past has made it possible
to track the 3D dynamics in live cells at high temporal andigpeesolution by simultaneously
imaging different focal planes within the sample [1-7]. MUWMercomes the depth discrim-
ination problem of conventional single plane microscopy &mereby allows high accuracy
localization of subcellular structures and single moleswlong the z-axis [3,8-10]. MUM has
been used to study different biological problems [11-14}. iRstance, in [11] MUM is used
to understand the effect of tubulovesicular transportieesron intracellular trafficking path-
ways within 3D cellular environments. Furthermore, in [M3JM is utilized to study the 3D
dynamics of single molecules in live epithelial cells.

One of the important questions in the design of MUM experita@oncerns selecting the
appropriate spacings between the focal planes. Varyingldmee spacing changes the image
profiles of the object of interest (e.g. a point source) atftwal planes. An implication of
changes in the image profiles is that the accuracy for ldoglithe object as it moves along the
z-axis will be affected [3, 14]. Another implication is thidte object of interest may become
difficult to detect in the acquired image. For instance, thade profile at a focal plane far from
the object of interest will be diffusely spread out, makihg bbject both difficult to localize
and difficult to detect with respect to that focal plane. Asoasequence, for a given MUM



setup the choice of the plane spacing determines whethentgource can be localized with
a consistent level of accuracy, and whether it can be comtisly detected by the imaging
system, as it moves along the z-axis.

In addition to the plane spacing, selecting the appropriataber of focal planes to cover a
sample of a certain thickness is also of importance in thegdesd MUM experiments. Differ-
ent authors have used different numbers of planes to coeerdhsired viewing and tracking
depth, i.e. a range along the z-axis over which the particidetectable by the imaging sys-
tem. For instance, in [12] a 4-plane MUM setup, covering @2 depth, is utilized to study
the dynamics of tubulovesicular transport containers1Bj p 4-plane MUM setup providing
a 10um viewing and tracking depth is used to study the 3D singlesde dynamics in live
epithelial cells. More recently, in [15] a 9-plane MUM setsmleveloped that provides a view-
ing and tracking depth of 2.25 — I8m. Increasing the number of focal planes can enhance
the viewing and tracking depth. However, in fluorescenceasiwopy experiments, regardless
of the number of focal planes, a specific number of photonsliseaed from the sample per
acquisition. This fixed number of photons is then split amongtiple focal planes. Hence,
each plane detects fewer photons when the number of plaimeséased. A poorer localization
accuracy might therefore be obtained when using a large aupftplanes. This is due to the
fact that decreasing the number of detected photons at eeahfflane worsens the localization
accuracy of the MUM setup [14, 16].

In this paper, we address the above concerns by investigtitenpractical localization ac-
curacy measure (PLAM) for a MUM setup. The PLAM provides tlesthpossible accuracy
(standard deviation) with which an isolated single moleatdn be localized, and it is calcu-
lated using the Fisher information matrix (FIM) [16—18].€Ttatter represents the amount of
information the data provides about an unknown parame8r Fbr our analysis, we consider
two design requirements that are typically encounteredendetting up MUM experiments.
The first requirement is to achieve a relatively constant FL&long the z-axis such that the
3D location of a subcellular structure or single molecule ba estimated with the same level
of accuracy across the viewing and tracking depth. The skoequirement is to allow for a
relatively large viewing and tracking depth across the darnmporder to cover the z-range over
which the cellular process of interest occurs. Taking irdcoant these design considerations,
we provide guidelines to set up appropriate MUM experimémtdifferent applications. Aside
from the number of planes and their spacings, a variety adrathaging parameters such as
photon count, system magnification and the numerical afgedithe objective lens also influ-
ence the PLAM. Here, we also examine the effect of these peteamon the plane spacing.

In practice, the calculation of the PLAM is computationakpensive. Thus, without appro-
priate software determining the appropriate number oflfptzanes and their spacing can be a
complicated and time consuming procedure. We therefoceiaigoduce a new software mod-
ule called MUMDesignTool that calculates and plots the PLAgNg the z-axis and provides
a user-friendly framework for finding the appropriate numiigplanes and plane spacings for
a MUM setup. The results of the paper can be reproduced usinglMDesignTool.

2. Simulations

The results of this paper are calculated using a new softwadule, the MUMDesignTool,
developed in the MATLAB environment (The MathWorks Inc.,tidk, MA). The software is
available ahttp://www.wardoberlab.comend its detailed description can be found in Section
4.8. Using this software we model an isolated single moketit is imaged by a pixelated
detector in the presence of background and readout noi$eAIBoisson process models the
background effect and a Gaussian process models the reawgigetof the detector (see Ap-
pendix A for more details). The pixel dimensions areir8 x 13 um. We assume the point



spread function (PSF) is given by the Born and Wolf model [ZBje emission wavelength is
assumed to be the same for all focal planes. The refractdexiny; of the immersion oil is
1.515. The tube length of the microscope is 160 mm. The remaining parameters aengiv
below each figure.

3. Theory

3.1. Behavior of the PLAM and the Fisher information mataxd MUM setup

In this section, we briefly review the concepts concernirgRhAM and define several terms
which are necessary for our later discussions. For all ofamalysis we assume that a single
molecule is modeled as a point source. We denote the besbjeolesalization accuracy that
can be achieved for estimating they andz coordinates of the single molecule kyPLAM, yo-
PLAM and z-PLAM (axial-PLAM), respectively. The PLAMSs are calculdtesing the well-
known Crangr-Rao lower bound (CRLB) [19, 21], which is specified in teraf the inverse of
the FIM (see Appendix A). The FIM represents the amount afrimiation the data provides
about an unknown parameter of interest which in the currasé @ertains to the 3D location
of the single molecule [19, 22]. We refer to the amount of infation about the, y andz
coordinates of the single moleculexasFIM, yo-FIM andz-FIM (axial-FIM). Large numerical
values ofxp-FIM, yp-FIM and axial-FIM, which correspond to small valuesxgfPLAM, yo-
PLAM and axial-PLAM, respectively, specify a better lozaliion accuracy.

The FIM and therefore the PLAM depend on a variety of imagiagameters such as the nu-
merical aperture of the objective lens, the magnificatiba,@mission wavelength, the photon
count and the z-position of the point source. The behavidghefPLAM as a function of the
mentioned parameters can be explained through the maticairatpression of the FIM (see
Appendix A). This paper is primarily devoted to the inveatign of the effect of these param-
eters on the PLAM, in the context of MUM, with an emphasis andffect of the z-position of
the point source with respect to the focal planes.
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Fig. 1. The behavior of the axial-FIM and the axial-PLAM for conventiasiagle plane
microscopy and MUM. (a) The axial-FIM and (b) the axial-PLAM for @2ne MUM
setup and two conventional single plane setups (Plane 1 and Plane 2)ragiarf of the
z-position of the point source. The zero, local maxima and shouldettsecdxial-FIM of
Plane 1, and the depth discrimination problem can be seen in panels (&))anespec-
tively. The results are calculated for a 100x, NA 1.3 objective lens pldmee spacing/z; »)

is 0.5um, the photon count is 250 photons/plane and the emission wavelength igr520
The background level is 1 photon/pixel/plane and the standard deviatitite akadout
noise is 2 €/pixel. The ROl size is 1k 11 pixels.

Figure 1(a) shows the axial-FIM for a conventional singlangl microscopy setup with a
standard infinity-corrected (i.e. design) focal plane asrection of the z-position of the point
source (“Plane 1"). For ease of reference, we denote thigsuwdrresponding axial-PLAM by
axial-FIM; and axial-PLAM, respectively. As can be seen, the axial-kll¢l zero when the



object is at the focal plane, implying that the data does nmtide any information about the z-
location of the point source; we refer to this spot as the néthe axial-FIM,. A consequence
of the zero of the axial-FIMis the depth discrimination problem, implying that thera isigh
uncertainty in estimating the z-position of the point seuwchen it is located near the focal
plane [3,18]. This problem is illustrated in Fig. 1(b) (“B&1"), which shows the axial-PLAM
increases without bound as the point source approaches Plan

By moving the point source away from the focal plane the aIdl 1 increases and at some
z-position the axial-FIM reaches a peak which we refer to as the local maximum of tta-axi
FIM1. Further moving the point source away from the focal plamelgally decreases the axial-
FIM1 and at some z-position the axial-FiMas a bump which we refer to as the shoulder of
the axial-FIM,. The described behavior of the axial-FHINé symmetric with respect to the z-
position of the focal plane due to the axial symmetry of therBand Wolf 3D PSF, which has
been used to calculate the FIM [20].

Figure 1(b) also shows the axial-PLAM for a 2-plane MUM setlpng the z-axis. For
brevity, we refer to this and its corresponding axial-FIM asal-PLAMyym and axial-
FIMpmuwm, respectively. As can be seen, the axial-PL&My is relatively constant along the
z-axis including at the focal planes when compared to thald¥LAM for a conventional
(single-plane) microscope (i.e. “Plane 1”). This impliéatt MUM overcomes the depth dis-
crimination problem of conventional microscopy and alldvigh accuracy z-localization. This
is due to the fact that the axial-FNMyv is the sum of the axial-FIMs of the individual planes
(i.e. axial-FIM; and axial-FINp) because of the independence of data acquisition at eaah foc
plane (see Fig. 1(a)) [3, 14]. Hence, the axial-lgiM, is nonzero for a range of z-positions
including at the focal planes.

3.2. Graphical interpretation of the design of focal plaasing for a MUM setup

We now give a graphical interpretation for the design of theaf plane spacing for a MUM
setup. Our design objective is to obtain an appropriatd Evihe axial-PLAM for the MUM
system. Due to the fact that the PLAMwm is specified in terms of the inverse of the Rjiiv,
minimizing the axial-PLAMyuwm is closely related to maximizing the axial-FiMy (see Ap-
pendix A for a more detailed discussion of the relationsHithe axial-PLAM to the axial-
FIM). We carry out the main steps of the focal plane spacirgigieby investigating the axial-
FIM as this will prove to be a very convenient criterion duegwo important properties of the
axial-FIM. First, as pointed out earlier, the axial-Rljiylv is the sum of the axial-FIMs for the
planes that make up the MUM system (see also Appendix A) thtissadditive property of the
axial-FIMs that makes it very convenient to define the fodahp spacing problem in terms of
the axial-FIMs rather than directly through the axial-PLANHence, as shown in Fig. 1(a), the
axial-FIMyum curve along the z-axis is obtained by adding the axial-FIM/es of the indi-
vidual focal planes (i.e. axial-FIMand axial-FIM for the 2-plane configuration of Fig. 1). The
second property of the axial-FIM which we need is that, to adyapproximation, the graphs
of axial-FIMs of the different focal planes are simply trisd versions of the graph of the
axial-FIM for the design focal plane along the z-axis (seg E{a)). We should note that this
property is based on the assumption that different focalggddnave similar experimental condi-
tions, e.g. the photon count and extraneous noise, as weuhelrase if identical detectors are
used and the emission light is equally split amongst thecttete for the different planes. This
second property in particular implies that changing thetfmwsof a focal plane with respect to
the other planes amounts to a corresponding translatidreajraph of the axial-FIM.

These two properties immediately provide the basis for algcal interpretation of the de-
sign process for focal plane spacing. The design procestheegfore be thought of as shifting
the graphs of the axial-FIMs such that their sum, i.e. thale&xiM of the MUM configura-



tion, has the desired values for the range-pbsitions for the point source that are of interest.
Building on the idea of shifting and adding the similar FIMg the different focal planes, in
Appendix B we develop a fast approach for the calculatiorheffIMyym that also accounts
for focal planes with different photon counts.
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Fig. 2. The effect of plane spacing on the axial-PLAM and the axial-FiMafMUM setup.

The left-hand (right-hand) side plots show the axial-PLAM (axial-FIM)d@-plane MUM

setup as a function of the z-position of the point source. The figure hts@ssthe axial-
FIMs and axial-PLAMs of focal planes 1 and 2. The plane spaciagg) are 0.1, 0.5, 1
and 3um from top to bottom. (c) and (d) show the strong coupling spacing whéedand
(f) show the weak coupling spacing. (f') shows the shoulder of thd-&tM ; more clearly.

The results are calculated for a 100x, NA 1.3 oil immersion objectivevdrese the photon
count is 250 photons/plane and the emission wavelength is 520 nm. Tkgrdaad level

is 1 photon/pixel/plane and the standard deviation of the readout noise ipXa. The

ROl size is 11x 11 pixels.

4. Results
4.1. Strong and weak coupling spacings: constant z-loatiim accuracy along the z-axis

An important requirement in the design of MUM experimentsoisichieve a constant axial-
PLAMmum along the z-axis as it allows estimating the axial locatibamobject with a con-
stant level of accuracy across the viewing and trackinghdeere, as a first step we investigate
the influence of different plane spacings on the axial-PLAM assuming that the number of
focal planes is two. In the subsequent sections, we willysMdM setups with more than two
focal planes. The behavior of the axial-PLAM of a 2-plane MS&dup for different plane spac-
ings is illustrated in the left-hand side plots of Fig. 2, wé is shown that altering the plane
spacing changes the flatness of the curve. When the planengpaamall Az = 0.1 um),



there is a significant variation in the axial-PLAMwm value between the focal planes, i.e. the
axial-PLAMyuwm varies from 22 nmto 110 nm over the z-range of [-0.6, L] (see Fig. 2(a)).

By increasing the plane spacing, the axial-PLAMs becomes more constant along the z-
axis and a certain spacing#;> = 0.5 um) yields a relatively flat curve (see Fig. 2(c)). For
this spacing, the axial-PLAMywm Vvaries from 28 nm to 31 nm over the sameange of [-0.6,
1.1] um. This relatively constant axial-PLAM) v is achieved when the local maximum of the
axial-FIM of the second plane (axial-FiYfalls on the zero of the axial-FIM of the first plane
(axial-FIM;), as shown in Fig. 2(d). We refer to this spacing as the stamgpling spacing.
Further increasing the plane spacing worsens the flatneb® @urve (see Fig. 2(e)). Hence,
we set the largest acceptable plane spacing to be the case tivbeshoulder of the axial-FIM
overlaps with the zero of the axial-Fhylwhich can be seen in Figs. 2(f) and 2(f’). We refer to
this spacing as the weak coupling spacing. For this spattiegaxial-PLAMyuym varies from
23 nm to 54 nm over the z-range of [-0.6, 1/, as can be seen in Fig. 2(e) (note that the
variation also remains unchanged over the larger z-ranfy& a2] pum).

A very large plane spacing\¢;» = 3 um) results in significant variations in the curve, with
large axial-PLAMum values both between the focal planes and at the focal plaseshe
axial-PLAMyuwm varies from 31 nm to 381 nm over tieange of [-0.6, 1.1um (see Fig. 2(9)).
The latter is due to the fact that the axial-FIMs of two disfaispaced focal planes make
small contributions to the axial-FIjyyum at the focal planes (see Fig. 2(h)). Hence, the axial-
PLAMpmum at each focal plane is large. In other words, two distanthcsp focal planes are
similar to two separate conventional microscopy setups.

4.2. Lateral-PLAM and constant x- and y-localization acmy along the z-axis

Aside from a constant z-localization accuracy, achieviagstant x- and y-localization accu-
racy is also of importance in the context of 3D tracking. Heve analyze the behavior of the
Xo-PLAM and yp-PLAM for a MUM setup along the z-axis. For this purpose, wérdethe
lateral-PLAM as the square root of the sum(g§-PLAMyuwm)? and (yo-PLAMpum)?. The
lateral-PLAM quantifies the best possible accuracy for #terhl localization of a particle.
A large value for the lateral-PLAM at a certain z-positionplies a poor lateral localization
accuracy at that z-position.

Figure 3 shows the axial-PLAM and the corresponding latetaAM for a 2-plane MUM
setup for different plane spacings. All imaging conditians the same as those used for Fig. 2.
When the focal planes are located close to one anotkgp & 0.1 um), the lateral-PLAM
varies from 7.3 nm to 32.6 nm over the z-range of [-0.3, (ud] (see Fig. 3(b)). Adjusting the
plane spacing based on the strong coupling spacing (Fip). &id the weak coupling spacing
(Fig. 3(e)) provides relatively constant lateral-PLAMsoi specifically, for the strong cou-
pling spacing the lateral-PLAM varies from 9.2 nm to 13.7 nverathe z-range of [-0.3, 0.8]
um (Fig. 3(d)), whereas for the weak coupling spacing it \&fiem 10.1 nm to 19 nm over
the same z-range (Fig. 3(f)). For a large plane spadiag (= 3 um), the lateral-PLAM varies
significantly, i.e. from 10.3 nm to 45.1 nm, over the samermgea(see Fig. 3(h)) which implies
that the lateral location of the particle cannot be estichatith a constant level of accuracy.

4.3. Large viewing depth for qualitative imaging applicats

In the previous sections, we analyzed the effect of planeisgaon the 3D localization ac-
curacy of a point source along the z-axis and discussedrgpacenarios for quantitative 3D
tracking using MUM. In some imaging applications, howevke objective is the qualitative
3D visualization of events. An example of such applicatisrtbe trafficking of receptors from
sorting endosomes to the plasma membrane [12]. A key regaitein such cases is that the
particle/structure is continuously detectable in the &egudata as it moves within the sample.
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Fig. 3. The behavior of the lateral-PLAM. The left and middle columnsistiee axial-
PLAM and the lateral-PLAM, respectively, for a 2-plane MUM setup asrecfion of the
z-position of the point source. The plane spacinfyg £) are 0.1, 0.5, 1 and gm from

top to bottom. The right column shows the mesh plots of the simulated imagesirf
sources located at z-positions shown by the red circles on the design Prasimulation
parameters are identical to those used in Fig. 2.

Here, by making use of the lateral-PLAM, we investigate hbe plane spacing affects the
visual identifiability of a particle in a MUM setup.

By definition, a large value of the lateral-PLAM predicts pdeteral localization accuracy,
which can also be interpreted as high uncertainty in vigudditecting the particle in the ac-
quired image. Figure 3 (middle panels) shows the behavithefateral-PLAM for different
plane spacings for a 2-plane MUM setup. For a small planeisgdtz;, = 0.1 um), the nu-
merical value of the lateral-PLAM at the midpoint betweea thcal planes is relatively small,
i.e. 7.3 nm. Correspondingly, the point source can be gledslally identified in a MUM im-
age as shown in the mesh plot (Fig. 3(b’), where only the infega the first focal plane is
shown). As the plane spacing increases, the numerical wdltiee lateral-PLAM varies sig-
nificantly such that at a certain plane spacing the pointc®becomes barely detectable in
the image. For example, for a plane spacing qirh that corresponds to the weak coupling
spacing, the lateral-PLAM for a point sourcezat 0.5 um is 19 nm and at this position the
particle is marginally visible in the image (see Fig. 3(f'for larger plane spacings the par-
ticle can no longer be identified in the image (Fig. 3(h"))isTis due to the fact that as the
plane spacing increases, for certain z-positions (eslpeniar the midpoint between the focal
planes), the distance between the particle and each fars plecomes so large that the particle
is significantly out of focus and is therefore undetectabléne image.

Thus, from the above discussion we see that the weak cougatgmario provides a guideline
for adjusting the plane spacing to achieve a large viewingezand helps in designing MUM
setups, for example, to observe a particular cellular ®teat occurs over a large z-range.
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Fig. 4. The effect of changing imaging parameters on the spacingusesnA plot of the

strong coupling spacing\¢sc) and weak coupling spacind,c) versus (a) the numerical
apertureny, (b) magnificatiorM and (c) emission wavelength (d), (e) and (f) show the
axial-PLAM for a 2-plane MUM setup as a function of the z-position of thapsource

for different numerical apertures, magnifications and emission leagths, respectively.
In (d), (e) and (f), the plane spacings are adjusted based on theg swapling scenario.
The photon count is 250 photons/plane. The ROI size is 32 pixels. The magnification is
100, the emission wavelength is 520 nm and the numerical aperture &e.fackground
level and the standard deviation of the readout noise are 2.5 photai4ifzire and 8
e~ /pixel, respectively.

4.4. Effects of numerical aperture, magnification and eimissvavelength on the spacing
scenarios

The FIM of a MUM setup depends on a second group of parametiets & the numerical
aperture, magnification and emission wavelength. Thegefoithis section we investigate how
these factors affect the plane spacings. We first study tleeteff numerical aperture. Fig-
ure 4(a) shows the effect of changing the numerical apeanrthe strong and weak coupling
spacings, where we observe an inverse dependence of thaggao the numerical aperture
assuming that all other parameters remain the same. Fantestthe strong coupling spacing
increases fromzgc = 0.35 um to Azsc = 0.75 um (i.e. a 114% elongation) when the numerical
aperture decreases from 1.4 to 0.95. This implies that a I8vwobjective supports relatively
constant 3D localization accuracy over a larger viewing @acking depth than a high NA ob-
jective. This result is not surprising considering the thett given a low NA objective, the PSF
has a broader profile in the xz-plane and/or the yz-planebfdeder profile leads to a stretched
axial-FIM along the z-axis for each focal plane and therelxy éxpected that a low NA objec-
tive leads to a more constant axial-PLAM\ along the z-axis. However, the numerical value
of the axial-PLAMyuwm for the low NA objective along the z-axis is typically high&an that

of a high NA objective (Fig. 4(d)). For example, for a 1.1 NAj@dtive, the axial-PLAMum
varies from 85 nm to 93 nm over the z-range of [-0.8, Qu&}. Over the same z-range, the
numerical value of the axial-PLAMywm for a 1.4 NA objective varies from 45 nm to 77 nm.
This is also an expected result given the fact that use of aNAwobjective yields a broader
image profile in the xy-plane, which translates to a poorealiaation accuracy. We note that



an analogous behavior is also observed for the weak cougfiaging (not shown). The high
numerical value of the axial-PLAMym for the 0.95 NA objective can be reduced in part by
collecting more photons from the sample due to the inverpemdence of the PLAM on the
photon count. Thus, an immediate implication of this remuthat depending on the require-
ments for the viewing and tracking depth and the desired &\&D localization accuracy, it is
necessary to make a careful choice of experimental parasnetg. numerical aperture of the
objective lens) and imaging conditions (photon count/gidrom the sample).

We next examine the effect of magnification on the spacingaes. Analogous to the be-
havior with respect to the numerical aperture, the strorhvegak coupling spacings increase
with decreasing values of magnification assuming all otheameters are the same (Fig. 4(b)).
More specifically, as the magnification decreases from 16030k the strong coupling spac-
ing increases from 0.3Fm to 0.68um. However, as shown in Fig. 4(e), the behavior of the
axial-PLAMyum as a function of z-position for different magnification veduexhibit a dis-
tinct behavior. As the magnification increases from 40x t®, @Be numerical value of the
axial-PLAMyuwm for a z-range of [-0.8, 0.8kim varies from 60 nm to 81 nm, and from 49 nm
to 59 nm, respectively. This implies that with increasinggméication values, one can expect
relatively constant z-localization accuracy over a cartaiange. However, this behavior is true
only up to a certain point. For instance, for a magnificatibh59x the axial-PLAMyuym value
exhibits greater variation, i.e. from 59 nm to 108 nm overztrange of [-0.8, 0.8m when
compared to a 100x magnification for which the axial-PL&M, varies from 46 nm to 77 nm
over the same z-range. This is due to the fact that at very mmiggnifications, the image of
the point source is spread out over such a large number ofsgixat the number of photons
detected from the point source at each pixel becomes relavnall compared to the readout
noise. This results in the observed variation in the axtaM® yium, Which depends not only on
the total number of detected photons but also on the spagtaibdition of the detected photons
over the pixels [12,14].

We last study the behavior of the spacing scenarios as aidancf the emission wave-
length. Increasing the emission wavelength increasesttbegsand weak coupling spacings
(see Fig. 4(c)). As a consequence, a fluorophore with a largesen wavelength can provide
a relatively constant level of accuracy across a largerivig\@nd tracking depth (see Fig. 4(f)).
Similar to the discussion regarding the numerical apertime PSF given a large emission
wavelength has a broader profile in the xz-plane (or yz-pland thereby one would expect a
large emission wavelength to yield a more constant axigd¥?kym along the z-axis.

4.5. Effects of photon count and extraneous noise on thérgpacenarios

We next investigate the dependence of the strong and weaglticgispacings on the photon
count and readout noise. In the presence of extraneous atiesgéng the photon count changes
the strong and weak coupling spacings (see Fig. 5(a)) @sitdhe local maxima and shoulders
of the axial-FIMs of the individual focal planes. More sgagilly, increasing the photon count
from 100 photons to 8000 photons increases the strong caugtiacing from 0.34m to 0.44
um (i.e. a 29% elongation). In addition, decreasing the readoise also increases the strong
and weak coupling spacings (see Fig. 5(b)). For exampleiciad the standard deviation of
the readout noise from 10 ¢pixel to 1 e /pixel increases the strong coupling spacing from
0.36 um to 0.46um (i.e. a 28% enhancement). The effect of background noigeestrong
and weak coupling spacings is similar to the effect of readoise and hence is omitted for
brevity.

It is important to note that the effect of changing the photonnt and extraneous noise
on the strong and weak coupling spacings is not significarwtompared to the effect of
magnification, numerical aperture and emission wavelenfgthintuitive explanation of this
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Fig. 5. The effect of photon count and extraneous noise on the gpacémarios. A plot

of the strong coupling spacind\Zsc) and weak coupling spacind\4,c) as a function of

() the photon countN) and (b) the standard deviation of the readout noige The ROI

size is 32x 32 pixels. The magnification is 100, the emission wavelength is 520 nm and
the numerical aperture is 1.4. In (a), the background level and thdatd deviation of the
readout noise are 2.5 photons/pixel and @'gixel, respectively. In (b), the photon count
and the background level are 500 photons and 0 photons/pixel, tiegbec

behavior is as follows. In the absence of extraneous nolsmging the photon count only
scales the FIM (due to the linear dependence of the FIM on liméop count) and therefore
does not change the locations of the local maxima and sheutde¢he axial-FIM (for details
see Eq. (2) in Appendix A). In the presence of extraneousenbiswever, there is a nonlinear
dependence of the FIM on the photon count. This nonlineagmi#ggnce, in addition to scaling
the FIM, causes the observed slight change in the positibiiedocal maxima and shoulders
of the axial-FIM.
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Fig. 6. The strong and weak coupling spacings for a 4-plane MUM sé&)d-he axial-
PLAM and (b) the lateral-PLAM as a function of the z-position of the poinirse for

the strong coupling spacing for a 4-plane MUM setup. The planes aredoktc0, 0.45,
0.9 and 1.35um. (c) and (d) show the same for the weak coupling spacing for a &plan
MUM setup where the planes are located at 0, 1, 2 apan3 The magnification is 100,
the numerical aperture is 1.3, the photon count is 250 photons/plangn@iiRDI size is
11x 11 pixels. The emission wavelength is 520 nm. The background leveéharsfandard
deviation of the readout noise are 20 photons/pixel/plane and Bixel, respectively.

Spacing scenarios for MUM setups with more than 2 folzalgs

In the previous sections, we described scenarios for adfutie plane spacing for a 2-plane
MUM setup that provide a relatively constant 3D localizataccuracy along the z-axis. We



next extend the spacing scenarios to MUM setups with moretthia focal planes. The strong
coupling spacing is obtained when the focal planes areipnosil in such a way that the local
maximum of the axial-FIM of a given plane overlaps with theazef the axial-FIM of the
adjacent plane. Figures 6(a) and 6(b) show the axial-PLAdthe lateral-PLAM, respectively,
for a 4-plane MUM setup with planes adjusted based on thegttoupling spacing. For the
given set of imaging conditions, the axial-PLAMwm and the lateral-PLAM vary from 23 nm to
30 nm and from 9.8 nm to 13 nm, respectively, over the z-rafi@¢®@, 1.5] um. This implies
that the extension of the strong coupling spacing providesatively constant 3D localization
accuracy along the z-axis.

The weak coupling spacing can be defined in an analogous wathé shoulder of the axial-
FIM of one plane is selected to overlap with the zero of thalakIM of the adjacent plane.
Figures 6(c) and 6(d) show that the axial-PLgW\ and the lateral-PLAM for the extension
of the weak coupling spacing are relatively constant albegrtaxis as well. More specifically,
the axial-PLAMyyum and the lateral-PLAM vary from 26 nm to 68 nm and from 11.6 nrd2o
nm, respectively, over the larger z-range of [-0.4, 4.

4.7. Increasing the number of focal planes within a specHiarnge does not necessarily
enhance the localization accuracy along the z-axis

An important question in the design of MUM experiments cansehe appropriate number of
focal planes that are required to cover a sample of a cetiaikrtess. To address this concern,
we next study the effect of changing the number of focal @amethe 3D localization accuracy
of a MUM setup along the z-axis. Figure 7(a) shows the axigh? for MUM setups with 2

to 8 focal planes over the range of [-1,in, where the planes are placed based on the strong
coupling spacing. We assume that the total photon countad fixd is split equally among the
focal planes. The axial-PLAM of the 2-plane setup has nedtismall numerical values along
the z-axis (see Fig. 7(a)). However, the values vary signifiy (i.e, they vary from 34 nm to
67 nm over the z-range of [-1, Idm). By increasing the number of planes from 2 to 3, the
numerical values of the axial-PLAM v increase while the curve becomes more flat (i.e. the
axial-PLAMyyum varies from 37 nm to 56 nm over the same z-range).
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Fig. 7. The effect of changing the number of focal planes on the 38liation accuracy.
(a) The axial-PLAM and (b) the lateral-PLAM for a MUM setup with diffetemumbers of
focal planes over a range of [-1, iln. The magnification is 100, the numerical aperture
is 1.3 and the ROI size is 1411 pixels. The emission wavelength is 520 nm. The focal
planes are located based on the strong coupling spacing. The total mioatenis 1000
photons and is split equally among the focal planes. The backgroueldied the standard
deviation of the readout noise are 25 photons/pixel/plane and Bieel, respectively.

Further increasing the number of focal planes, e.g. to 5 oyi€dlds more flat axial-
PLAMmuwm curves along the-axis. For instance, for an 8-plane setup the axial-PLAMig8l
vary from 81 nm to 86 nm over the same z-range. However, theeriat value of the axial-



PLAM for a MUM setup with a large number of planes is consiiiegreater than that for a
MUM setup with a small number of planes. A consistently laagial-PLAMyum value implies

a poor localization accuracy along the z-axis. Figure 7ifloys that the effect of changing the
number of focal planes on the lateral-PLAM is analogousgeitect on the axial-PLAMuwm-

An important implication of this behavior is that one caniath a relatively constant 3D
localization accuracy across the viewing and tracking lidéptincreasing the number of focal
planes. However, as the number of focal planes increasesptinerical values of the localiza-
tion accuracy become consistently large along the z-akis.r&éason for this behavior is that by
placing a large number of focal planes, the emitted lightftbe point source is split among the
different planes such that the number of photons detected fhe point source at each plane
becomes relatively small when compared to the readout nofss results in large numerical
values in the axial-PLAMum and the lateral-PLAM which depend on the total number of
detected photons per plane [14].

4.8. MUMDesignTool

The MUMDesignTool is a new software module developed in tAd'MAB environment based
on an object-oriented programming methodology. This safénprovides a graphical user in-
terface to calculate and plot the 3D localization accuramyMUM setups with up to 10
focal planes. In addition, the MUMDesignTool provides tworking modes called “rapid”
(noise-free) and “precise” (corrupted by background, lsistic signal amplification and read-
out noise). The rapid mode allows the fast calculation of3Belocalization accuracy for a
MUM setup by representing the FIM of the MUM setup in terms leé unit photon count
FIM (uFIM) of the design focal plane (see Appendix B). Thistfaalculation is possible by
assuming that the magnification is constant at differenalfptanes and that the data is de-
void of extraneous noise sources. As a result, the rapid npamledes the ability to change the
plane spacing, the number of focal planes and the photont paroentages in real-time, and
to simultaneously visualize the FIM and PLAM. On the othendhathe precise mode of the
MUMDesignTool calculates the 3D localization accuracyhwiit considering the assumptions
made in the rapid mode (see Appendix A).

In addition, the MUMDesignTool is capable of exporting tlesults and acquisition parame-
ters as image and text files, respectively. An approach tiguieg the plane spacing using this
package is to first use the rapid mode to interactively chémg@lane spacing and the number
of planes and visualize the behavior of the PLAM. This hetpfirtd a candidate for one of the
introduced spacing scenarios. The next step is then to meuprétise mode with the extraneous
noise parameters, and the spacings found in the rapid mahstoe that the designed spacings
are appropriate in the presence of noise.

5. Conclusion

In this paper, we developed design approaches for adjustinglane spacing for a MUM setup
called the strong and weak coupling spacings. The stronglicmuspacing is designed for
guantitative imaging experiments which require relativebnstant 3D localization accuracy
along the z-axis. The weak coupling spacing, on the othed,haas primarily intended for
gualitative imaging experiments where the continuousaligation of particles over a large
viewing and tracking depth is of interest. We investigatezldffect of imaging parameters such
as the numerical aperture and system magnification on tipasing scenarios. In addition, we
showed that placing both a small number of focal planes aadya Inumber of focal planes in
a specific z-range do not necessarily provide an appro@iatecalization accuracy along the
z-axis. We also introduced the MUMDesignTool that helpsdtedmine the appropriate plane
spacings for a MUM setup.



Appendix A: FIM and PLAM for aMUM setup

Here, we express the FIM for a MUM setup for a general singléeoude microscopy exper-
iment. Let® C R3 be an open parameter space anddlet (Xo,Yo,2) € © be the vector of
unknown parameters representing the 3D location of a smglecule in the object space with
respect to the design focal plane, i.e. the standard infogtyected focal plane in conventional
single plane microscopy. Consider a pixelated dete{ﬂ;l;...,CKpix} which consists oK pix

pixels, whereC, CR?, k=1,..., Kpix, denotes the area occupied by Kfepixel. Assume that
the pixels are disjoint. Suppose that we hKyg, focal planes where the first plane is equivalent
to the design focal plane. It has been shown that the photamigaletected by the pixels of the
nt" plane due to a single molecule axially locatedgare realizations of independent Poisson
random variables with expected values [16, 22]

— N _ N ANV
/.lg‘n(k) = anle,n(k) = M% /Ck‘nqzo—ﬂzln <Mn Xo, Mn y0> dXdy

0cOCR3 n=1... Ky, k=1,...,Kpix, (1)

whereNj is the expected number of detected photons omthifinite detector plane (i.€k?)

due to the single molecule such thg&i'; Nnh = Niot, With Nyor denoting the total number of
detected photons due to the single molecule on an arbjtogitioned infinite detector plane
(i.e.R?). Note that\yo; is independent of the number of focal planes. The t€gmdenotes the
K pixel at then'" focal plane. In addition, is the lateral magnification at ti&" focal plane,
Az, is the distance between the design focal plane and'thiecal plane in the object space
(with Az;1 = 0) andq, is the image function [14, 16].

The image function describes the image of a stationary eingllecule on the detector at
unit lateral magnification when the single molecule is ledatn the z-axis in the object space.
Here, we assume that the image function is given by the BodhVeolf 3D PSF (for more
information see [14, 20]). Moreover, it has been previowstipwn, under geometrical optics,
that the lateral magnification for a focal plane that is shifby a distance oAz, from the
design focal plane is given by [23, 24]

LM2Azy,
Noil L+M%A21n
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n= 1a---7KpIn7 Az, €R>

whereny; is the refractive index of the immersion oil ahds the tube length of the microscope.
For a practical microscopy setup where the acquired datarisigted by extraneous noise

sources, the expression of the FIM for the parameter-vetir then™ focal plane is given

by [16, 22, 25]
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wherevg n(k) = tg n(K) 4 bin with bn, k=1,...,Kpix, n=1,...,Kyn, denoting the photon
count due to the background noise at piggland planen. The termyn(k) is the so-called
noise coefficient that depends on the type of detector [2b6thé absence of readout noise,
Yn(k)=1forallk=1,...,Kpix, n=1,...,Kpn [16]. In the presence of readout noise and when
using charge coupled device (CCD) and complementary mgidé semiconductor (CMOS)



detectors, the noise coefficient is given by [16]
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whereny, and aﬁn denote the mean and the variance of the readout noise, teshedor
k=1,...,Kpx andn = 1,...,Kpn. The expression of the noise coefficient in the presence of
stochastic signal amplification and readout noise, i.enntgng an electron-multiplying CCD
(EMCCD) detector, is omitted for brevity but can be found25].

Since the data acquisition in each focal plane is indepeanafethe data acquisition in the
other planes, the FIM of a MUM setup is the sum of the FIMs ofitfividual planes [14] and
we have

IMum(0) =11(0) +12(6) +- - +1k,,(6), 6= (X,Y0.20) €O. 3)

For the current 3D localization problem, the FIN®) for any given focal plane or for the MUM
setup is a 3x 3 matrix. The main diagonal elements of thisx3 matrix provide information
about the x, y and z coordinates of the single molecule andefee to them as they-FIM, yo-
FIM and z-FIM (axial-FIM), respectively. According to the Cr&nrRao inequality [21], the
covariance matrix of any unbiased estimafoof an unknown parametet is always greater
than or equal to the inverse FIM, i.eov8) > 1-1(8) [16, 19]. Therefore, the square roots of
the main diagonal elements of the inverse FIM provide lowarruls for the accuracy (stan-
dard deviation) with which th&, y andz coordinates of the single molecule can be estimated.
We denote these lower bounds xyPLAM, yo-PLAM and zp-PLAM (axial-PLAM), respec-
tively. It is important to note that the PLAM has been pregiguvalidated by comparing it
with the standard deviation of the estimated locationsmaflsi molecules in actual microscopy
experiments (see e.g. [14, 26]).

The precise mode of the MUMDesignTool is capable of calougthe FIM and PLAM for
a MUM setup in the presence of extraneous noise sources siiEtkground, stochastic signal
amplification and readout using the general expressiomdiyeEq. (3). For this purpose, the
FIM for each focal plane is calculated separately using Eg. (

Appendix B: Approximate but fast calculation of the FIM

In Section 3.2, we discussed a graphical interpretatiothi®design of the focal plane spacing
for a MUM system. Building on the same idea and by making &moithi assumptions, here we
develop an approach for the fast calculation of the FIM fordNsetup. We also discuss the
additional assumptions and the resulting properties oFthethat are exploited for the design
process. This fast approach is also used in the rapid motie MtUMDesignTool. In this mode
of the software, the design process can be carried out graphin real-time as it avoids the
often very time-consuming calculations of the full comiiatas.

From Eq. (1) we havgig n(K) = Nnfig n(K). Assuming that the data is devoid of extrane-
ous noise sourcesg n(K) = Hon(k) andyn(k) =1 fork=1,...,Kpix, n=1,...,Kyn. This
assumption will prove to be useful for the fast calculatidrthee FIM for focal planes with



different expected number of detected photons. Hence, Eqng2) it follows
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We refer tol~n(9) = fn(xo,yo,zo), 6 = (x0,Y0,20) € © as the unit photon count FIM (uFIM)
of the nth plane which is a function oM, andAz;,, n=1,...,Kyn. We now assume that
the lateral magnification is the same for all focal planas Wwe supposé, = My for all
n=2,. Kpm Using this assumption it follows thdh( ) = i n(Xo0,Y0,20) = Il(xo Yo, 20
Azln), n=2,...,Kyn. Combining this result with Eq. (3), we define the fast by as

Tvum(8) : = Nl 1(X0, Yo, 20) + Nol 1(X0, Yo, 20 — A1) +

+ NKP'”' (Xo’yo’zoiAlepln)’ 0= (Xovyo,Zo) €0,

which is a weighted sum of the uFIM of the design focal plareuated at different z-positions.
The above equation implies that, in this approximationirsgtiobtaining the FIM for a MUM
setup for a range of z-positions only requires one calautatiat is the uFIM of the design
focal plane (i.el1) for the range of z-positions. On the other hand, from Eqof8jining the
FIM for a MUM setup for the same range of z-positions usinghecise approach requires
Kpin x a calculations, wher&, calculations are needed for the FIMs of the individual ptane
(i.e.1a,...,1k,,) andais the number of configurations to be tried when varying trenel
spacing.

As a consequence, the rapid mode of the MUMDesignTool, whgds the above approx-
imate approach, can significantly speed up the design puoeddr the plane spacing for a
MUM setup that is otherwise very time consuming using thecigeemethod. However, it is
important to note that the PLAM obtained using the rapid miedalid under the assumptions
that the observed data is devoid of extraneous noise andhbaateral magnification is the
same for all focal planes. In a practical situation wheredhta is corrupted by extraneous
noise, we recommend verifying the results of the fast catous by performing the precise
calculations (which correspond to the noisy case). If tiegesignificant discrepancy between
the results of the rapid mode and the results of the precistentbe plane spacing designed
using the rapid mode (i.e. the candidate spacing) shoulchbedidned. The fine tuning can be
performed by slightly increasing and/or decreasing thalickate spacing and then rerunning
the precise mode. The results of the precise mode for thiggelgldifferent spacings can then
be compared to find the desired spacing (e.g. the spacingrhaties the flattest axial-PLAM
curve).
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