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Quantitative Aspects of Single Molecule
Microscopy

Raimund J. OberSenior Member, IEEE, Amir Tahmasbi,Sudent Member, IEEE, Sripad Ram,
Zhiping Lin, Senior Member, |IEEE, and E. Sally Ward

Abstract—Single molecule microscopy is a relatively new opti-  Fluorescence microscopy is the imaging technique of choice
cal microscopy technique that allows the detection of individual for the study of molecular processes within cells due to
molecules such as proteins in a cellular context. This technique jig ability to detect specifically labeled proteins, recest

has generated significant interest among biologists, biophysicists
and biochemists, as it holds the promise to provide novel insights molecules or structures [2], [7], [8]. There are, howeven t

into subcellular processes and structures that otherwise cannot aspects of fluorescence microscopy that limit its power. The
be gained through traditional experimental approaches. Single first aspect is the spatial resolution of optical microscopy

molecule experiments place stringent demands on experimental which is a measure of the ability to distinguish two closely
and algorithmic tools due to the low signal levels and the spaced point-like objects [9]. While molecular interaction

presence of significant extraneous noise sources. Consequently the | ¢ | lassical lutioaréit
this has necessitated the use of advanced statistical signal andPCCUr on the low nanometer scale, classical resolutiorra

image processing techniques for the design and ana|ysis ofpredict a reSO|uti0n I|m|t in the I‘ange Of SeVeraI hundred
single molecule experiments. In this tutorial paper, we provide nanometers [9]-[11]. The second aspect is the sensitifityeo

an overview of single molecule microscopy from early works technique. A fluorescent molecule emits only a limited numbe
to current applications and challenges. Specific emphasis will of photons [1], [12]. This fact, together with the limited

be on the quantitative aspects of this imaging modality, in Ut f tical mi imolies that in cleaki
particular single molecule localization and resolvability, which '€SOUlion of an optical microscope, implies that in Cleabl

will be discussed from an information theoretic perspective. We fluorescence microscopy only relatively large aCCU.mU'FHi‘.’f
review the stochastic framework for image formation, different fluorescent molecules are detected. These detection tiomsa

types of estimation techniques and expressions for the Fisher of classical fluorescence microscopy and in particularrthei
information matrix. We also discuss several open problems in the associated averaging effects stand in the way of examihiag t
field that demand highly non-trivial signal processing algorithms. S
molecular processes and structures at the level of indidu
molecules, i.e. precisely at the level that is required tmpt

. . . these phenomena in their full detail.
OPT|CA|— microscopy has a long history going back gingle molecule microscopy is a technique that promises to

several centuries during which it was a key techniqugercome the deficiencies of classical fluorescence miopysc

for the discovery of biological processes. The basic opticgy allowing the detection of individual molecules rathearth
principles have not changed, but what has changed in figger accumulations of molecules [1], [12]. Single molecu
instrumentation in recent decades is the availability ghhi microscopy goes back to the work by W. E. Moerner and L.
sensitive detectors, computer control and powerful ldsesed kaqor published in 1989 [13], followed by that of M. Orrit
light sources [1], [2]. With these improvements in instrume gn4 J. Bernard published in 1990 [14]. Amongst the many
tation came the possibility to analyze the acquired miapgc stages of development, we mention a few. In 1991, the image
data using advanced signal and image processing technigyeg single molecule was recorded for the first time [15]. In
(see e.g. [3], [4]). Equally important, however, are theanaj 003, single molecule microscopy played a crucial role in
advances in molecular biology and physical chemistry tha{e measurement of the step size that the molecular motor
have drastically improved the available technology for theyosin v takes in moving along an actin in an in vitro model
labeling of cellular specimens [S]-{7]. [16]. This was based on being able to estimate the location

These technological developments coincided with a timg ine myosin V molecule within 1.5 nm [16]. The Green
when the revolution in molecular biology has demandeglorescent Protein (GFP) brought about a major breakfirou
powerful exploratory tools for the investigation of molé&mu iy flyorescent microscopy of proteins in living cells as the
processes in cells [1], [7]. For example, through genomigotein of interest can be genetically tagged by the GFP gene
analyses, biologists have identified a large array of pmstei 5] [6]. The first single molecule experiments in live cells
such_ as growth factor recept(_)rs, th_at are known_to p|aYU§ing a GFP tag were reported in [17], [18]. In a series of
role in cancer. Standard techniques in molecular biology agapers, it was recognized that the classical resolutidarii
biophysics, e.g. X-ray crystallography, allow the studytafse g not apply and distances well below those criteria can be
proteins to a very high level of detail. However, to inveat® measured using single molecule microscopy [10], [11], [19]
their biological functions, it is important that these @ios one of the key observations was that resolution is signifigan
are studied in their cellular context. improved if the molecules to be imaged are not excited at

This work was supported in part by the National Instituteseflth (RO1 Fhe S?-me time [20]. V?-riqus photophysical prqcesses were
GMO085575). investigated such as blinking [19], photobleaching [11id a

I. INTRODUCTION



(a) @\o Object

and as such its image is given by the Point Spread Function

S space
S AR - 7 (PSF), i.e. the impulse response, of the microscope [9]aRor
> o t in-focus single molecule, classical diffraction theoregicts
that the image can be described by an Airy profile (see Fig.
§ = X Pointsource  1(b)) whose analytical expression is given by [9]
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wherea characterizes the width of the profilé; denotes the
first order Bessel function of the first kind, atiel| denotes
_ e schematic i e basic ' the Euclidean norm. It is important to note that the Airy
T excitaion lght, which 1 typicall generated by & kigmeses frough PTOfIE MaY not be an accurate model in practice and more
the objective lens to excite the fluorescent molecules in lieco space. The advanced PSF models are available (see Section V) [24]-{26]
ﬂrl‘Joresr?(;r:(t3 ?l?‘leeCCtlii/lzSlet::ntheenljiitcﬁrc?if:ogsirraotr 21nsdpterfgigrt\xlvisagﬁie?‘gﬁ1c§)2§z In addition, aS_Will be discussed in Section VI, the image'_mf
:hre%ugollected be a detector. (b) The mesh plot of the image Ghdacus out of facus single molecule ergnQS strongly on t.he d'“"?mc
point source as seen on the detector plane. from the plane of focus and is distinct from the Airy profile

[9], [24]. A fluorescent object can be described as a cobhecti

of closely spaced single molecules. As an optical microscop
photoswitching [21]. This knowledge was exploited in [21]-€an be modeled as a linear shift-invariant system [9], thagien
[23] when it was recognized that various fluorophores can bé a fluorescent object is the superposition of the images of
stochastically excited which allows only a small number gdoint sources at the locations of the single moleculesthe.
the total fluorophores present in a sample to be imaged safperposition of PSFs, translated according to the lotsitid
any time point. This led to the development of localizatiothe corresponding single molecules.
based super-resolution microscopy techniques [21]-[EB¢ Most important from our perspective is that the image of
development of techniques continues at a significant ratie wa point source is not a point itself but has a non-zero width.
the introduction of new approaches and refinements of egistiTherefore, if there are too many single molecules in close
ones. proximity, their images will overlap and the individual gla

This tutorial paper is organized as follows. The next sectionolecules can no longer be differentiated in the image. As

addresses image formation in a fluorescence microscope as iesult, in many situations, information about the loaatio
is relevant for single molecule microscopy. This is follal®y of the single molecules is lost in a fluorescence microscopy
a brief explanation of two important types of single moleculimage. One of the approaches in single molecule microscopy
experiments, i.e. the tracking experiment and the loctitina is therefore to overcome this crowding problem, i.e. tomgea
based super-resolution experiment, in Section Ill. The inthe imaging experiment in such a way that the images of the
portance of the location estimation for single moleculeB wisingle molecules are placed sparsely enough so that they can
be discussed and appropriate data models will be introdudssl properly separated. This crowding problem is of course
in Section IV. This will allow us to proceed to address thelosely related to the notion of resolution that will be tbpit
related parameter estimation problems in Section V. The raf Section VI.
the Fisher information matrix and Cr&mRao lower bound
calculations play in the analysis of single molecule experi Ill. L OCALIZATION AND TRACKING EXPERIMENTS
ments will be explored in Section VI, which also contains | this section, we discuss the principles behind two of
a discussion of the resolution problem. Extensions to 6inghe most important single molecule experiments. The first
molecule microscopy in three dimensions and the inheregiie 4 single molecule tracking experiment, aims at obigini
problems will be the subject of the subsequent section. iBhisthe trajectories of individual molecules as they move in a
followed by comments on current challenges and concludiggy| [3], [4], [27]-[29]. The second one, a localization bds
remarks. super-resolution experiment aims to provide an image with a
resolution well beyond what is achievable by classical mesh
%LQ], [21]-[23].

Detector

Il. IMAGE FORMATION

Fig. 1(a) shows the schematic of an optical microscop
Excitation light from the light source is reflected off a diolt .
mirror and passes through an objective lens to illuminafe Tracking single molecules
a fluorescent object (e.g. a point source) that is located inThe movement of molecules such as receptors and proteins
the object space. The fluorescence signal from the objectiriscells is crucial for the functioning of the cells [16], [R7
collected by the same objective lens, then passes throwgh Erespite the importance of these processes much remains
dichroic mirror and an emission filter, and is then focuseahknown. Therefore, tracking experiments, i.e. experisen
on a detector by a tube lens. Image formation in an opticdiat record such dynamic behavior over time, are of pasdicul
microscope can be described by optical diffraction the®ly [ importance [3]. In order to obtain the most detailed analysi
A fluorophore, i.e. the fluorescent label of a single molegasle it is essential to carry out these experiments in live cdlha
typically modeled as a point source (i.e. a Dirac delta fiomt single molecule level (see Fig. 2).
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Fig. 2. Single molecule tracking. (a) A sequence of imagesieadjat different time points are first segmented into multipgi@ns of Interest (ROIs) each
containing an isolated single molecule. (b) In the single ke localization step, a PSF model such as the Airy profile bivariate Gaussian distribution
is fitted to each ROI to estimate the location of the single maé&ewith sub-pixel precision. This provides a set of cooatits of single molecules. (c) The
set of coordinates together with their corresponding timatpare then analyzed by a trajectory linking algorithm.His tway, the trajectory of each single
molecule can be determined (a sample trajectory is shown).Bieare Ium.

Such single molecule tracking experiments, however, asample a large number of times, but in each of the images
not without significant challenges. Foremost amongst themthat make up the full acquisition set, only a small and sparse
the need to be able to image isolated single molecules [8libset of the fluorophores is imaged (see Fig. 3(c)) [21]. [22
[27] (see Fig. 2(a)). This can often be achieved with spar3@rough a particular choice of fluorescent labels, appabgri
labeling. Another significant problem is the photobleaghinsample preparation and laser excitation, such sparsepmand
of many of the conventional fluorescent labels, which meaastivation can in fact be achieved. The resulting images eac
that a fluorophore will only emit a certain, typically randigm are designed such that the positions of the sparsely located
distributed, number of photons before it ceases to emitguitsot single molecules can be accurately determined. For each of
[5], [6]. The phenomenon in effect limits the length of timdhe typically thousands of images, the locations of thelsing
for which the track of a single molecule can be followed. molecules are estimated [22], [23]. The final image is then

In designing a single molecule tracking experiment a nurassembled from the location estimates of the single madscul
ber of important trade-offs need to be made, in particuldan each of the images (see Fig. 3(d)).
regarding the frame rate of the acquisition and the assmtiat Different techniques are available to produce these sparse
exposure time for each of the images. High frame rates asabsets of fluorophores. These are primarily based on the ex-
corresponding short exposure times allow for better sargpliploitation of new insights into the photophysics of fluoropés
of the dynamics of the single molecule. Reducing the exgosyt1], [19], [20], whereby powerful excitation light source
time, however, decreases the number of photons that aem be used to stochastically excite subsets of fluorophores
detected during the exposure interval and thereby, as will put them in non-emitting states, or photobleach them. De-
shown later, will reduce the accuracy with which the paranpending on the specific mechanisms and fluorophores, these
eters can be estimated that are associated with the trgjectechniques are known as Photo-Activated Localization Mi-
[12], [27], [29]. Increasing the excitation light power ddbe croscopy (PALM), Stochastic Optical Reconstruction Mi-
used to increase the number of emitted photons per exposarescopy (STORM), direct STORM, etc. [21]-[23].

However, this will reduce the lengths of trajectories than c
be imaged due to photobleaching. In addition, subjecting a!V: STOCHASTIC DESCRIPTION OF SINGLE MOLECULE

cellular sample to excitation light that is too powerful mig DATA

damage the living cell that is being imaged. Both the single molecule tracking and the localization
based super-resolution experiments depend on the accurate

B. Localization based super-resolution microscopy determination of the locations of the imaged single molesul

The second prototype experiment involves the imaging {8], [29], [30]. In order to analyze the algorithmic aspeofs
fixed, i.e. dead, cells to obtain very high resolution infation  the location estimation it is necessary to carefully déscthe
concerning subcellular structures. In a classical flu@ese data generation process that underlies fluorescence roopys
microscopy experiment, all fluorophores are simultangousdnd, in particular, a single molecule experiment. Before in
excited and imaged with one single exposure. As explainedducing a data model for the practical situation in which
earlier, with densely spaced fluorophores, the result istttee an image is acquired by a pixelated camera, it is useful to
individual fluorophores cannot be distinguished in the &eglu consider an idealized model. In this idealized model, terme
image (see e.g. Fig. 3(a) and (b)). The idea that underlig®e fundamental data model, we assume that the object being
localization based super-resolution microscopy is to iedng imaged emits photons as a Poisson process that are detected



(a) Subcellular structure (c) Stochastic activation and localization (e) Practical example
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Fig. 3. Localization based super-resolution microscopyTtee schematic shows a subcellular structure (a microtuletleark) that is uniformly labeled with
specific fluorophores. (b) In conventional imaging, all of fhuwrophores in the sample are simultaneously excited. Dueetadsolution limit of fluorescence
microscope, the resulting widefield image is poorly resolved fails to reveal the underlying structure in the samplelr{dpcalization based super-resolution
microscopy, the imaging conditions facilitate activationrahdom subsets of fluorophores that are typically spatiaéyl separated. These fluorophores are
then localized with sub-pixel precision and their coortiisaare then used to create a super-resolution image of thdesgaypThe resulting super-resolution
image provides fine structural information of the sample thatoisaccessible through a widefield image. (e) Comparison ofetipal widefield image and
a super-resolution image. In panel (e), the size bar jsr2 In all other panels, size bars are 300 nm.

with a rateAy(7), 7 > 79, on an infinitely large unpixelated being, we will concentrate on CCD or CMOS cameras and
detector [12], [31]. In this formulationp € © denotes defer to the end of this section for the discussion regarding
the parameter-vector of interest that contains the att#ou EMCCD cameras. We represent a pixelated detector #jih
of the object such as its position, whef® C R™ is an pixels as{C},...,Ck,,, }, whereC) C R? denotes the area
open parameter space. Making these assumptions allowsoasupied by thdcth pixel of the detector. The acquired data
to ignore, for the time being, the deteriorating effects tlue at the k** pixel is given byZor = Sor + B + Wi, k =
finite detector size, pixelation and readout noise in theewam 1, . .., Kp;s.
[32]. We assume that each photon is detected on the detectdn the above equatiort ;, denotes an independent Poisson
at a certain position that is distributed according to a tweandom variable with meapy (k) that describes the detected
dimensional probability distributiorfy (), r = (x,y) € R?, photon count from the object of interest [12], [3%], denotes
wherer > 7 is the time of detection of the photon [12], [31].an independent Poisson random variable with miarhat
This probability distribution is, in fact, the (continugumage describes the photon count due to background and scattering
of the object at the particular time point, normalized suwdtt [31], W) denotes an independent Gaussian random variable
f » fo.-(r)dr = 1. For instance, this probability distributionwith meann,, and variancer; that describes the measurement
can be the Airy profile (see Eq. (1)) or a bivariate Gaussid®ise that is introduced during the readout step in the tatec
distribution [9], [12], [31], [33]. [32]. The meanpug(k) of the random variableSy; can

As an optical microscope is typically modeled as a line&€e expressed in terms ofy and fy -, which describe the
shift-invariant system [9], the probability distributidnnction fundamental data model, and is given by [12], [31]
fo,- can be expressed in terms of an image functjan the ta
following way 1o (k) _/ Ao(7) fo,r(r)drdr

1 x Y " tz
for(,y) = 2 (M Lo 3f T yo,T) ; (2 = / /

where (z,y) € R?, M > 0 denotes the lateral magnification,
(zo.r,10.-) is the position of the object at time > 7. The fOrk=1,2,..., Kpi,, Wherer = (z,y) € R?, [t1, t] denotes
image functiong describes the image of a stationary objedfie exposure time interval and we have made use of (2). When
that is located on the optical axis in the object space andth¢ single molecule is stationary, the above equation besom
imaged at unit lateral magnification [12], [31]. In the calsatt N x Y
the object is a point source, the image function is the sametdk) = M2 /. (M oo yo) dr, k=1,...,
the PSF of the microscope system.

In practice, the acquired data is corrupted by extraneowhere N : f Ay (7)dr denotes the expected number of
noise sources and by the pixelation that is introduced duridetected photons on an infinite detector plane [12], [36].
the capture of the image by an imaging detector. In singleAs we will see later, the readout noise in a CCD/CMOS
molecule experiments, the imaging detector is typicaltijesi detector can severely impair the quality of the acquired,dat
a Charge Coupled Device (CCD) camera, or Complementaggpecially in the context of low signal levels, i.e. low phot
Metal Oxide Semiconductor (CMOS) camera, or an Electraounts. Therefore, over many decades significant effors ha
Multiplying CCD (EMCCD) camera [32], [34]. For the timebeen made to develop image intensifiers that amplify the

— Zo,r, ]u— yO,T) d’l"dT,

Kpi,:m



signal before the readout process, with the expectation tlggven by [12], [31]

this will minimize the detrimental effects of the readouis®o oo i (k) epdn)?
on the measured signal. This is also the idea behind the ), (3,]6) :Z vg(k)e 1 e 27
EMCCD camera [37] that is widely used in single molecule ’
experiments. The difficulty in analyzing the suitability thiis .
and other amplification based approaches lies in the fatt tﬂ-ge above expression shows that the observed data at each

the amplification process is stochastic, which itself maglim E'X(.EI of thhe detector has ‘Z Pmison—f aILDJs_S|an mlxgjrg d'StF'
a deterioration of the information content of the signal. ution where, as mentioned earlier, the Poisson and Gaussia

\pearts model the photon detection and readout processes, re-

For an EMCCD camera, various probabilistic models ha .
been proposed for the amplification process, which is in fa%;eecnvely [31]. See [34] for_the paf for an E.MCCD detector.
For the purpose of obtaining a localization based super-

a branching process [34]. In [37], using a humber of approx- o .
imations, a binomial model was suggested for every stage.r8§0|u“0n image or fgr the purpose of single mol_ecu!e _t{ack
the amplification process. For the full process, approxima 9, the main mformgtlon thatis necessary from this apalwss
expressions were also derived for high photon counts in. [3 € location of the single molecle, i.e. tha, yo) coordlnate.

A comprehensive analysis of the modeling of the EMCC owever, often _other param_eters als_o need to be esﬂm_ated to
amplification process was carried out in [34], where seve e able to obtain the coordinate estimates. Examples iaclud

approximate models were also investigated for their aoyura etermining the width parameter_ of the image _p_roflle a_nd the
number of detected photons during the acquisition period.

The choice of image profilg in the estimation algorithms
raises important questions. As discussed earlier, cklssic
The benefits of single molecule microscopy arise from beiriffraction theory predicts a profile such as the Airy profile
able to localize single molecules to very high precision [1However, very complex PSF models have been advocated to
[12], [16]. The effective pixel size (i.e. the actual pixétes describe optical phenomena such as aberrations [9], [2#] an

of the camera chip adjusted for the microscope magnifichtioe dipole nature of single molecule [25], [26], [39], or tead
in a standard microscope is typically in the range of %65 with out of focus situations [9]. On the other hand, it hasrbee
65 nnt to 400 x 400 nntf. Localizing a single molecule argued that in many situations images of single molecules ar
up to a pixel would not bring any significant advantagegdequately approximated by 2D Gaussian functions [33], [38
since the localization precision would be of the same order @0] and, therefore, they can be used for estimation pugpose
that of the native resolution of the image [9]-{11], and morg also needs to be recognized that, especially in the contex
importantly biomolecular interactions typically occurratich  of biological samples, even if there is a correct model, it is
lower distance scales. Therefore, it is necessary to kalhot likely that such a model can be identified with ultimate
single molecules with sub-pixel precision. This task isffam  certainty due to the inherent variability of biological Sales.
straightforward due to the often very low signal levels ie thThere is also a trade-off between computational complexity
presence of significant noise sources, as discussed ab?lve [gnd the accuracy of the model of the resulting estimates. For
The first attempts were based on elementary approach@stance, in localization based super-resolution mi@pgc
such as the center of gravity estimator [28], [38], whilereat typically many tens of thousands of estimates have to be
algorithms are primarily based on fitting of a PSF model tearried out to obtain one image [21], [22] and complex models
the acquired data (see Fig. 2(b)) [28], [33], [36]. The mosire typically much more expensive to compute than simpler
frequently used fitting criterion is the least-squaresedon ones [41].
[28], although the maximum likelihood estimator is better
justified considering the probabilistic model of the acqdir V|. EVERY PHOTON COUNTS A FISHER INFORMATION

V. SINGLE MOLECULE PARAMETER ESTIMATION

data [36]. Specifically, given the measured dataz,, .. ., 2x APPROACH TO RESOLUTION AND LOCALIZATION
in the pixels that make up the ROI which includes the image ACCURACY
of the single molecule, the least squares criterion is glwen

An important topic in single molecule microscopy has
Kpin been the question of how well the different single molecule
o — argmin Z 2 — v (k)2 esﬂmaﬂon tech_nlques perfgrm in quantlt_at_we terms. Thia
6co ’ critical aspect in an experimenter’s decision on whether th
technique is appropriate for the scientific task, for expenit
where vg(k) := pg(k) + bx, and the maximum likelihood design and for the evaluation of algorithms. In general serm

(28]

k=1

criterion is given by [12], [31], [35] there are two aspects that have received significant aitenti
6 — I 0 One is the localization accuracy [12], i.e. the accuracyhwit
= aregengax W PZosTo ks (21, 26, 10), which a single molecule can be localized. Second is reswlpti

loosely speaking the capability of the technique to distisly
wherepzs’lwzg_xm (215, 2K,..10) == HkK:pif Pz, (2|0) different features in the sample [11]. When assessing the
denotes the joint probability distribution function (pdf) the performance of a localization algorithm, its mean and stathd
observed data. Considering the stochastic framework ibestr deviation are most critical. Accuracy of the measurement is
in the previous section, for a CCD/CMOS detector, the pdf glaramount even in the context of small data samples. There-
the observed data at each pixel, for= 1,2,..., K,;;, is fore, ideally unbiased estimators are sought with the lowes




possible standard deviation [35]. While for general estiomat for a finite pixelated detector, background and readoutenois
problems, it is not always possible to obtain suitable usdxia an expression for the Fisher information matrix can also be
estimators, many of the estimators that are currently egpliderived as follows [34], [36]

in single molecule microscopy, have at least numericallgnbe Kpin .

shown to be unbiased [25], [36]. According to the Ceam o) _ 3 Y (k) (@Le(’ﬂ) Ope (k)
Rao lower bound, the (co)variance (matrix) of any unbiased = vy (k) 00 00 ’
estimator@ of a parameter (-vecto, such as the location

parameters, is bounded from below by the inverse of the Eistghereve(k) = pig(k)+bi With by, k =1,..., Kpiz, denoting

00O, (3

information matrixI(6) [12], [35], i.e. the photon count due to the bapkground noise at pﬁ{@_l
A ) The termy(k), k = 1,..., K, is referred to as the noise
cov(0) > I7(0). coefficient that depends on the type of detector [34]. In the
bsence of readout noisg¢(k) = 1 for all k = 1,..., Ky

The task of assessing the best accuracy with which t
various parameters can be estimated therefore reducelsts ¢
lating the Fisher information matrix for the specific estiima
problem and data model. In [31] a very general expression f{BEk) = (k)
the Fisher information matrix was derived for the fundaraént e
data model, i.e. for the ideal case of an infinite detectonaevit o vlR) —lomy)?
pixelation and in the absence of extraneous noise sources. o B) <Zl_1 &_71)!6 207 )
Exploiting the nature of a spatio-temporal marked Poisson . | € ’ dr — 1
process [35], for a general image profifp - and photon V210,
detection rate\y(7), t; < 7 < to, we have [31]

]. In the presence of readout noise and when using CCD
and CMOS detectors, the noise coefficient is given by [31]

—(Z—l—"'lk)2 9

1
oo v§(k) 202
Do "€ F

90 readout noise at pixel’y, k = 1,2,..., Kpi;, respectively.
<3A9(T)f9,7(7')> drdr 0co The expression of the noise coefficient for an EMCCD camera
00 ’ ' is omitted for brevity but can be found in [34]. Using these

Specializing this expression to the case of a constant phofgPressions, a lower bound can be obtained on the standard
detection rate, i.eAg(7) = A, {1 < 7 < t2, we immediately deviation with which thex and y coordinates of the single

obtain that the Fisher information depends linearly on tH@olecule can be estimated in a practical situation. We refer
number of photons detected [12], [31], i.e. to this lower bound as the Practical Localization Accuracy
Measure (PLAM) (see [36]).

1 Ofo+(r) T Ofor(r) ir 0c0 These expressions can be used to not only analyze the
r> fo.r(7) 00 00 ’ ’influence of pixelation, and the various noise sources on the
here N :— As th ted b ¢ ohot accuracy of the estimates of the location and other paramete
where N := (t2 — t1)A is the expected number of pho Onﬁmportantly, these results can also be compared to thosslbas

du_?;:g t,he lgxpoiure |r|1terval.b q h dard deviati on the fundamental expressions, which give us the theatigtic
Is implies that a lower bound on the standard deviatigf, possible results and thereby let us understand how far

of the espmate of any param eter (-vector) has th,? f%ﬁ’ a particular experimental configuration is away from the
whereC' is a constant (matrix) related to the specific parametﬁ{eoretically best possible one. For example, Fig. 4 cosmar
estimation problem. This is an important aspect of sing{ﬁ

! ) e e behavior of the FLAM and PLAM versus the mean photon
molecule microscopy. It shows that for algorithms whiclaiatt count and extraneous noise sources for a specific set of

thig bound, the accuracy of the parameter estimate depen’gﬁging conditions. For small photon counts, the PLAM is
reciprocally on the square root of the number of collecteqyiicantly larger than FLAM implying that pixelation and

photons [12], [31]. extraneous noise worsen the localization accuracy whéoeas

For the_case where the image function is the Airy_ profil%r e photon counts the difference is not appreciable (&ig.
and the single molecule can be assumed to be statlonaryCab . In addition, given a certain photon count, increasiney

can be shown that this expression implies the followingtlimbackground noise (Fig. 4 (b)) and the readout noise (Fig. 4
on the standard deviation with which theandy coordinates (c)) considerably deteriorate the PLAM (when compared with

ta T
1(0) :/ 1 (8A9(T)f977(r)) where 7, and o7 denote the mean and the variance of the
v Jr2 No(7)fo,r(T)
X

I1(6)=N

of the single molecule can be estimated [12] the FLAM).
1 A Another approach to characterize the accuracy with which
VN 27ng’ a single molecule can be localized has been proposed in

[38], [42]. Here, using a number of approximations, specific

where )\ is the wavelength of the emitted light and, is laorith h he | lqorithm h bed

the numerical aperture of the microscope [9]. We refer ta(\)gorlt_ms Sue asF © _east square_sagorlt m have bedn use
) R assuming a Gaussian image profile to obtain an expression

this lower bound as the Fundamental Localization Accura

Measure (FLAM) [36]. r the standard deviation of the particular location eation

The prior expressions are derived assuming the fundamentakpe resuits can be reproduced using a free software packzmdand-
data model. For the practical data model, where we allo®timitTool, available on-line at http:/Awww.wardoberlabm/software/.
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However, great care needs to be taken in the use of the Y

expressions as deviations from the actual performanceeof
algorithms have been observed when applied to images w
Airy profiles [36].
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The above analysis, based on the CeaiiRao lower bound B ‘ i : :
has the advantage that it is independent of any particu 0 Elxcszcted O o (e ph‘;?gr?s 5000
estimation algorithm and gives bounds that any unbias 14 15
estimator needs to satisfy [31], [35]. From a practical poin _ =12 () cE ©)
view it is, however, important to know how well a particulatg <10 210
algorithm performs in comparison to these bounds and whetl‘<—§ § 8 % §
there is an algorithm that attains the bounds. It is well kmowS § j Sg°
that, in general, assessing whether an algorithm attaias )

0
ar i di i 0 50 100 150 200 250 300 0 5 10 15 20

Cramer_Rao Io_W_er bound _Or to what extent it d|ffers, IS_ ¢ Background level (photons/pixel) Readout noise o (e /pixel)
theoretically difficult question and amenable to a theosdti
analysis in only rare cases [35]. For the fundamental dat@. 4. Single molecule localization measure. Behavior of ltualization
model, in case the image is given by a Gaussian profile,aficuracy using the fundamental data model (i.e. the FLAM) hedtactical

. . . R . 'data model (i.e. the PLAM) for the x-coordinate of the singlelenole as a
was shown in [12] that the mgmmum likelihood eSt'maIO?unction of (a) the expected number of detected photdnhfrom the single
reduces to the center of gravity estimator and attains thelecule, (b) the background levi}, and (c) the standard deviation of the
Craner-Rao lower bound. For all other cases. no analytiC@IadOUt noiser. For all of the plots, the numerical aperture is set to 1.4,

. . . . ' he emission wavelength is set to 520 nm, the lateral magnditasi set to
a”a')/s's wgs POSSlbIe _bUt S'mmatlon_s have shown that t‘h% the pixel array (ROI) size is set to 2525 and the pixel dimensions are
maximum likelihood estimator is consistently close to and iset to 13x 13 um. In panels (a) and (chy is 20 photons/pixel for all the
some cases attains the CramRao lower bound for a wide ]I?'Xe'ﬁ- 'h” pa”el's (@) and I(b)vbthe ZLAM is Ca'CU'atgg V“r’]tk‘: 0 e~ /pixel

. " t ixels. | i t to 5 tons.

range of experimental conditions [12], [31], [36]. or all the pixels. In panels (b) and (e is set to pho

Classical resolution criteria for microscopy, such as

Rayleigh's or Ablg’s criterion,_ are heuristic criteria that Wer&wo point sources can be resolved, and hence it is suited for
developed at a time when microscope samples were typicallypications where the structure of interest can be defiyed b
investigated by eye, rather than being recorded by a highl}jimited number of molecules. However, in other applidagio
sensitive imaging detector [9], [10]. Therefore, the dieas \yhere continuous structures with a large number of potentia
notions of resolution did not take into account the added bgﬁbeling sites are imaged, the situation is more complexe On
efits of a detailed analysis of the acquired data by SOpRIIC jmportant aspect relates to the labeling density. As shawn i
image and signal processing algorithms. [45], with decreasing density of the fluorescent labels, the
Resolution can be defined in a number of ways. One of tagcture of interest gradually becomes unresolvable & th
most fundamental ones relates to the question of the rmmacquired image, even when the two point resolution measure
of two point sources, which is the scenario Rayleigh's ¢i@ds giscussed above is appropriate. A resolution measure based
criterion addresses [9], [11], [43]. It states that two POiyy the Fourier ring correlation was recently published 6] 4
sources can be resolved if they are separated by a distaate fyis measure can be directly computed from the experimental
least0.61A/n, [9], [10]. Interestingly, this expression does okt and takes into account the localization accuracy, the

show any dependence on the amount of data that is acquiredydisity of fluorescent labels and the spatial structure ef th
[11], this two point resolution problem was cast in the ab°V§'ampIe.

described photon counting framework and the question was

changed from “whether or not two points can be resolved” to VII. I MAGING IN THREE DIMENSIONS

the question of “how well two points can be resolved”. An Microscopy is, by its nature, a technique that is most
expression for the limit on the standard deviation with whicsuited to study phenomena that occur in one plane, i.e. the
the distanced between two point sources can be estimatddcal plane of the microscope [1], [12]. Cells, however, are
using the fundamental data model was then derived as [11ihree-dimensional (3D) objects, and 3D imaging of cellular

1 A processes poses several technical challenges, espetidiig
04 = —F—=——=—", 4) single molecule level. In the previous section, we disatisse
JATNTo(d) () sing P

results that showed that the x- and y-coordinates of andnso

where NN is the expected photon count on the infinite detectgingle molecule can be determined with very high accuracy.
plane per point source arity(d) is a nonlinear function of However, the situation changes dramatically when we are
the distance between point sources (see [11]). Importantgncerned with the estimation of the third spatial coordina
this expression shows that arbitrarily small distances loan i.e. the z-position of the single molecule. Considering the
resolved, but the smaller the distance, the more photord neeandard Born and Wolf 3D PSF model [9], the image function,
to be acquired to obtain the same accuracy. This approachich now depends on the-position, z; € R, of the single
can be generalized to multiple point sources in a relativelyiolecule, is given by [27]
straightforward fashion (see e.g. [11], [44]).

The information theoretic resolution measure described G (r) = A
above (i.e. (4)) is a powerful tool in determining how well

1 T TP
/ Jo (apl|r|)) &> pdp| . (5)
0
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z. refer to as the depth discrimination problem, is that, ashean
seen in Fig. 5(a), the images of a point source that is located
close to the focal plane are barely distinguishable (compar
profiles atzy = 0 andzy = 150 nm). Therefore, near the focus
there is little information in the images of the single malles
about their precise z-positions. The images only start tavsh
appreciable differences when the single molecule is farthe
from the focal plane (see Fig. 5(a) = 450 andz, = 600 nm).
Aberrations in the sample can reduce the depth discrinoinati

L \al problem [9], [24], [25], but the overall problem persists.

—~ o5 1 1 To address the depth discrimination problem, a number of

approaches have been proposed. In [47], an astigmatic lens

() =1000hm 2500 nm is used which introduces an elongation in the image of the

\

(b)

—— Conventional
—*— 2-plane MUM

] y
g
=

Localization accurac

£

2 single molecule when it is out of focus. As can be seen in
_§ Fig. 5(c), this elongation occurs along different lateraés

< depending upon whether the molecule is above or below the
2 x plane of focus. By determining the extent of elongation &f th
08&3 image profile, the z-location of the single molecule can be

estimated. Approximate analytical expressions are pexghos

- for the PSF of an astigmatic microscope, such as those based
2 § on 2D elliptical Gaussian profiles [47].

© In another approach [48], sophisticated optical designs ha
2% been employed to change the image of a single molecule.
N§ The result, shown in Fig. 5(c), is a bimodal image profile,

that resembles a double helix and encodes the z-position as a
Fig. 5. Single molecule imaging in 3D. (a) Image profile of a psmrce at rotation of the profllg._The z-location Qf the smgk_e mo'@lﬂ .
different z-positions acquired by a conventional (singtp) microscope. (b) deéduced by determining the change in the relative oriemtati
Comparison of the localization accuracy, i.e. the PLAM, tue z-coordinate of the bimodal peaks with respect to the in-focus image. A
f the sin -axi i i - i i i i i
glane Mugl\l;lesn;?&%fu'li ffg?&gi eZ ?Aﬁslvfosr;ucg”t‘;]ee”g?_”p‘:",\'/l";fggagg:e ?yz precise analytical expression is not av_aulable for the_ tioub
constant z-localization accuracy for a range of z-positiarciuding at the Nelix PSF. Nevertheless, using approximate expressibmes, t
plane of focus (i.ezg = 0). (c) Comparison of 3D single molecule imagingdouble helix PSF has been shown to provide a relatively
approaches, which encode/deduce the z-position usingreiiff strategies. |\ niform z-localization accuracy along the z-axis [48].
A further approach, MUItifocal plane Microscopy (MUM),
relies on the simultaneous imaging of several distinct lfoca
wherer = (z,y) € R?, A is a normalization constanty := planes within the sample (see Fig. 5(c)) [27], [49]. This
2mnq /A, ny, denotes the refractive index of the immersiogeneral approach which is also known by slightly different
medium andJ, is the zeroth order Bessel function of the firsterminology (e.g. [50], [51]), produces multiple imagesaof
kind [9]. As seen in Fig. 5(a), if the single molecule is indS¢  single molecule that are acquired from different depthse Th
i.e. for zo = 0, the image of the single molecule is identicap-|ocation of the single molecule is deduced by simultasou
to the in-focus image we have seen in Fig. 1(b). However, fgfting these images with appropriate 3D PSF models (e.g.
out of focus positions, i.ezp # 0, the image starts to depict(s)). Simultaneous imaging of different focal planes pdes
out of focus rings with increasing, and in general becomesconsistently more information about the z-position of the
flatter and more spread out. single molecule than a conventional microscopy image, even
Using the approaches based on the GgaRao lower bound at the plane of focus [27]. This is possible since the Fisher
introduced in Section VI, we can also compute the accuramformation matrix for a MUM setud y¢/(0) is the sum of
with which the z-position of the single molecule can be¢he Fisher information matrices of the individual focal mea
determined, i.e. the PLAM, (see Fig. 5(b)). Inspecting thig,(6), k¥ = 1,..., Ky, due to the independence of data
plot, we see that far away from the focal plane, i.e. above lagquisition at each focal plane, i.e. we have
m, the localization accuracy of the z-coordinate is veryrpoo
/léar from the focus, the sprgad out images are barelyyvri)sibléMUM(e) = 1(0) + L(0) + - - + Ik, (0), 6co.
above the background [27]. It is therefore not surprisingf thTherefore, the PLAM for MUM shows significant improve-
little information can be obtained from them. This indigatements in the z-localization accuracy when compared to a
that single molecules cannot be satisfactorily localizetside conventional microscope, as shown in Fig. 5(b). Other ap-
a certain distance from the focal plane. proaches such as the iPALM are also proposed which rely
What may, however, be surprising at first glance is that tloe interferometric optics [52]. All of the above approaches
accuracy of estimation for the z-position is also very poavercome the depth discrimination problem of conventional
when the single molecule is located close to the focal plan@icroscopy. A possibly competing criterion is related te th
(see Fig. 5(b)). The reason for this phenomenon, which wange of z-positions over which the single molecule can be



localized to an acceptable accuracy. For a comparison yf parallelizing the calculations on Graphics ProcessingdJ
different 3D imaging modalities see e.g. [53]. (GPUs) [30], [44].

VIIl. CURRENT CHALLENGES IX. CONCLUSIONS

We have reviewed a number of key quantitative aspects of

Significant challenges remain in the analysis of singlg,ge molecule microscopy. Although this is a nascent field
molecule data. One of the assumptions that underlies tia-10G; 1,15 created significant interest amongst biologists)tjsi-

ization based super-resolution experiments is that dWa cisis ang chemists who benefit tremendously from an imaging
acquisition only one single molecule is imaged in a region @4:nnique that allows molecular processes to be studieteat t
interest that allows for f[he Io.callzatlon of the. single r‘rmplle level of individual molecules. This hew microscopy modalit
[21], [22]. However, since in super-resolution experin®enf,perantly relies on image and signal processing methedolo
the number of excited fluorophores is stochastic, it canngt.q since the central component of the approach is thesgreci
be guaranteed that all imaged single molecules are isolatigie mination of the positions and other parameters of the

Therefore, multi-emitters might be present. Hence, there i 5064 single molecules. This localization task is notiativ
ince the acquired image is characterized by a typically ver

significant effort underway to find criteria to determine thg
number of single molecules in a region of interest and {g,; hhoton signal in the presence of significant noise saurce

localize the individual single molecules that are preserthe  qiimation approaches and expressions for the €rd®ao

multi-emitter region [44], [54]. It should be pointed outh |, yer hound were reviewed. While much progress has been
these problems are highly non-trivial and are closely eelat 5 pieved in a relatively short time, significant problemsan

to the resolution problem [11]. _ _ that can benefit from advanced signal processing algorithms
Additional problems arise from tracking experiments. @fte
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